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WO13110 II=GROUND

Ever since the movie Star Wars showed Luke Skywalker and

R2D2 teaming up to destroy the Death Star, there has been

considerable speculation as to how an efficient pilot-robot team

could be created. Since weight is a critical design factor in

airborne systems, the literal building of a pilot-robot team has

not been undertaken; rather, the emphasis shifted to

incorporating the intelligence of the robot. As work in this

area progressed, such terms as "electronic crewmember" and "black

box back seater" began to enter the vocabulary of both the

crewstation design and computer software communities. While the

use of these titles served to stimulate thinking in the area of

human-computer teamwork, a major program was needed to start the

design and implementation of concepts needed to build an

electronic crewmember (EC); in the US this took the-form of the

Pilot's Associate Program. The establishment of the Pilot's

Associate Program in 1985 gave credence to the idea that the

building of the brain of R2D2, in some very simplified form,

might be possible.

In the next two years, numerous discussions were held to

explore some of cockpit ramifications created by the use of a

pilot-EC team within the aircraft. These discussions occurred

in various technical meetings within the US and the UK. In one

of the meetings held in the US, attended by representatives of

vii
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the Air Force of the Federal Republic of Germany as well as US

and UK representatives, the idea of the present workshop was

born. Although progress on the idea of a workshop concerning

human-EC teamwork continued, in 1987 an event occurred which

demonstrated the definite need for the workshop.

In April of 1987, USAF representatives gave a paper at a

meeting of the Royal Aeronautical Society in London and again at

a meeting of the Ergonomics Society in Swansea, Wales. The

subject of the paper was "Workload and S;tuation Awareness in

Future Aircraft", and a section of the paper discussed workload

sharing between the pilot and the EC. During both meetings the

same kinds of questions were asked: Is the pilot always in

charge? Can the pilot and EC really be called a team? Why do you

need the pilot at all?

These thought provoking questions resulted in continued

discussions with technical personnel in the US, UK and FRG, and

served to provide a focus for the workshop. Through these

discussions, sponsorship was obtained from organizations within

the three Air Forces, and as a result the workshop, which the

German Air Force generously agreed to host, became a reality.

viii
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EXECUTIWE SUMMARY

The meeting was divided into two sections: formal presentations

(papers) and workshop. The papers covered a wide range of topics
ranging from artificial intelligence (AI) implementation issues,

through pilot-electronic crewmember (EC) dialogue, to the EC's

autonomy and building trust between the two crew members. A

summary of the ideas of the French, German, British, and American

papers is given below.

Although only one French representative participated, his paper

was quite germane to the subject of the meeting. He presented a very

interesting concept called the "Electronic Co-Pilot" which is being

offered as an option for the Rafale aircraft. While not as sophisticated

as the Pilot's Associate, it is being targeted for a soon-to-De operational

system. Many questions were asked about the French approach towards

implementing the Electronic Co-pilot (they apparently will not use a

blackboard system currently favored by the Pilot's Associate contractors).

The German speakers discussed, among many topics, the knowledge

engineering problem and presented a means of automatic acquisition of

knowledge through software that monitors pilot behavior and "learns"

the pilot's intent by looking at patterns of switch activations.

The British speakers were quite concerned with the ability to

program higher level intellectual functions within the EC; concepts

such as intuition and non-rational decision making were discussed at

great length.

The American Speakers, possibly because they had more practical

experience in implementing Al relative to aircraft, concentrated on

lessons learned. Levels of autonomy within the EC, and the building of

five interdependent expert systems functioning simultaneously elicited

a great deal of discussion.

After the presentation of the papers, the second half of the

meeting consisted of a workshop; its purpose was to address Al

tecnnoLogy issues and cockpit implications of the technology, in a

number of small discussion groups. The workshop agenda was further

1*t
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subdivided into state of knowledge, unresolved issues. and potential

directions. as a total of six groups was formed. At the end of the workshop

each of the six team chairs presented the results of their deliberations.

The conclusions reached by each of the six teams are reported in Sections 7.

Below are the cverall views of the different technical disciplines represented

at the workshop.

Three technical disciplines were represented at the conference. namely

pilots. crewstation designers. and artificial intelligence exoerts. Each

discipline had a unique view of human-computer interaction. The pilots

expressed a healthy skepticism of the abilities of the EC and were especially

concerned that their role as aircraft commanders be preserved. The crewstation

designers. on the other hand. were primarily concerned with human-computer dialogu.

how can really effective communication be built up between the two members of

the crew? Finally. the artificial intelligence experts were interested in the

tools needed to make the EC smart and discussed both the state of the art

and the difficulties in implementing Al In the airborne environment.

The meeting identified many different approaches and alternative ways of

thinking about common problems. But there was a considerable amount of

consensus about the state of knowledge and about the major unresolved issues.

The main conclusions are summarised in Sections 8. Implementation of teaming

concepts for human-comouter interaction raises imr ,itant issues for all the

disciplines represented at the meeting. Much uncertainty remains to be resolved

before a fully mature Human-Electonic Crew relationship can be achieved.

The meeting provided a timely and fruitful forum for exchanging ideas and

for advancing inter-disciplinary and international understanding in the area

of Human-Electronic Crew Teamwork.
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1. Introduction

During the last seven years a number of activities took place
within the NATO community which all served the same purpose:

To extend and improve our knowledge and rules data base serv-
ing the task of man-machine interface engineering in design

and development of high performance air combat systems.

The knowledge gap was first formulated during the U.S. Natio-

nal Academy of Science study on "Automation in Combat Air-
craft", held in 1981 /l/. It gave the impetus for the study
of the GCP/WG.07 on "Improved Guidance and Control Automation
at the Man-Machine Interface" from 1983 to 1985. The result-
ing advisory Report AR-No. 228 was published in December
1986.

In April 1984 the NATO Defense Research Group, Panel VIII

held a Workshop on "Application of System Development" in
Shrivenham, England. The workshop concentrated on advanced

crew station design, cockpit automation technology, and ope-
rator performance /2/.

The 40th GCP Symposium on "Guidance-Control-Navigation Auto-

mation for Night All-Weather Tactical Operations", held in
Den Haag 21-24 May 1985 was another occasion where the

advances in automation and Man-Machine-Interface (MMI) design

were reviewed /3/.

During the same time a number of national research projects

were initiated in the various NATO Nations dealing with the
above formulated objective. These projects included analyses,

flight test programmes, and experimental aircraft develop-
ments to demonstrate automation technologies and capabilities
including the advances in crew station integration.

2 I________________________________________________



2

In this presentation we are looking at the co-operation be-

tween the human and the electronic pilot in the light of the

papers of the AGARD Symposium on "The Man/Machine Interface

in Tactical Aircraft Design and Combat Automation". This Sym-

posium was held in Stuttgart in late September 1987. It in-

cluded contributions from the GCP, the FMP and the AMP.

The objective of the Symposium was automation at the Man-Ma-

chine-Interface (MI). You can talk and may do a lot about

cockpit automation without even touching the domain of arti-
ficial intelligence (AI). However, when complex functions

shall be automated, as mission planning, sensor fusion and

correlation, and situational awareness, you end up in the

middle of the wide field of Al application.

3
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2. The contributions of the AGARD Symposium in Stuttgart

During the Stuttgart Symposium 25 % of the papers presented
dealt with cockpit automation and topics related to AI:

(1) Cockpit automation requirements and the pilot's role

o "Moding Strategy for Cockpit Data Management in Mo-
dern Fighter Aircraft' (paper No. 11) demonstrated a
method by which the operational requirements for

automation of cockpit functions can be derived. 6
levels of automation are defined (see Annex)

o "Pilots as System Managers and Supervisors, a risky
new Role according MMI Reliability" (No. 17) illus-
trated the importance of the pilot's "mental repre-

sentation" of his tasks, and how it changes with ex-
perience, and with increasing confidence in the sys-
tems functions reliability

o "Cockpit Automation - A Pilot's Perspective" (No. 21)
discussed several considerations (situation aware-
ness, automation philosophy) for developing a frame-
work for assuring machine capabilities to complement

inherent human abilities and talents rather then to
replace them.

Relation to AZ application:

o Introduction of levels of automation for cockpit

functions;

o Definition of the new pilot's role, with relation to
mental modeling and mental representation of tasks,

considering Anderson's /4/ terminology concerning the
"Declarative-Memory", the "Production"- and the

"Working-Memory";

4
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4

o Discussion of requirements for cockpit automation to

improve situation awareness and to solve the problem
that "Today's fighter pilot is drawing in data and

starving for information".

(2) Expert systems for mission planning

o "Mission Scenarios, Planning and Requirements"
(No. 3);

o "Expert System for Low Level Tactical Mission Prepa-

ration" (No. 4).

Relation to Al application:

The need for Al, of Expert Systems in particular is

emerging for mission and attack profile planning, becau-
se of the increasing number of factors be taken into

account.

These are:

o Mission related data (air task, force allocation,

target intelligence)

o Situation related data (intelligence, navigational
restrictions, meteorological conditions)

o Permanent planning data (map, terrain digitized ba-
sis, navigation aids, air bases, tactical, weapon
etc.)

5
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(3) Sensor Fusion

o "Multisensor Target Reconnaissance" (No. 16). In

these experiments a knowledge based fusion system is

developed combining radar (as primary sensor) with IR

information to improve target identification;

o *Terrain Referenced Avionics and Sensor Fusion - The

Key to Mission Success" (No. 30). The investigation

applies EO-sensors in combination with terrain refe-
rence data base systems for low level night opera-

t ions.

Relation to AI application:

The tasks are navigation (low level and night), recon-

naissance (target identification and classification),
and weapon delivery (auto correlation, target prioriti-
zation, weapon fusing, integrated fire-flight-control).

This is the area of paramount interest in to-day's R & D

concerning Al application.

Algorithms for individual tasks/functions are being de-

veloped in various countries. However, what is neeeded

is an overall approach to the development of the automa-
tion system providing a truly integrated capability and

an AI system providing a true pilot support for his si-

tuation awareness and decision aiding.

(4) "Expert Man/Machine Interface in Combat Aircraft Cock-

pit" (No. 19). In this paper a comprehensive "man-cen-
tered" approach was presented to develop expert systems

for pilot support by

o analysing the information status

6
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o monitoring of pilot behaviour (actions, judgements)

in low level flight

o decision support

o monitoring the flight and mission conduct against a

general qualitative model thereof.

The progress achieved meanwhile is the objective of the
papers on the "Electronic Copilot" presented by Avions

Marcel Dassault-Breguet Aviation in this Workshop.

7
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3. Resulting conclusions and recommendations

In summarizing the results of the Stuttgart Symposium con-

cerning cockpit automation and AI application the following

conclusions and recommendations are emphasized:

(1) New technologies have their full benefit in terms of sy-

stem effectiveness only when they are applied embedded
in the operational context and given situation awarness.

(2) Reliability is not a matter of mathematics only. One

single failure can destroy the built up confidence into

a system or technology.

(3) The pilot does not want to put his life into the hands
of automatic systems. They shall only aid, support and

protect him.

(4) Unload man from system and flight management tasks, and
make him free for the mission.

(5) Sensor fusion realisation is beginning to emerge.

However, the tools (knowledge and rule based algorithms)
are not developed as yet for application to system spe-

cifications for the next generation fighter aircraft.

Sensor fusion investigations were presented which are
very promising. However a systematic concept needs to be
developed taking into account typical sensor combina-

tions applicable to specific tasks, e.g. threat assess-
ment, target prioritization, low level navigation.

(6) The impact of digital data bases coupled with AI systems
is fundamentally profound. Expert System concepts are

being developed for planning and diagnostic tasks, such
as mission planning or systems health monitoring.

8 / :- -- T , .; :.,
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The availability of Al tools applicable to decision aid-

ing in the cockpit in real time operations, such as tar-

get identification, prioritization, and acquisition will

take several years to fully mature.

Development of real time decision aiding concepts should

be accelerated to provide the necessary total combat si-

tuation awareness.

(7) We must keep in mind that AI is not comparable with

human intelligence:

The more knowledge a Human Expert has the faster he

works.

The more knowledge and Expert System has, the slower it

works!

(8) We must keep in mind that pilot acceptance, system ef-

fectiveness and safety are of paramount importance in

introducing increasing levels of automation.

9
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4. Cockpit automation and the domain of Al

It sounds very intellectual talking of "Artificial Intelli-
gence". Therefore some people talk of "Electronic Intelligen-

ce" meaning just "Automation". We should be very careful in
defining the domain of AI application and in discriminating

it against plain automation of system functions. Using a di-

gitized terrain data base in combination with a threat intel-

ligence data base for low level flight and navigation control

is - in my understanding - plain automation. It becomes AI

only if it includes additional capabilities as:

o A knowledge base of sensor and threat data classification,
and of information on e.g. the consequences of navigation

aid restrictions;

o A rule base and inference capability for identifying,
classifying and correlating sensor, threat and stored

data.

Por to differentiate between automation and AI we can classi-
fy the cockpit functions and tasks based on the terminology

introduced by Rasmussen /6/ and Morgan /5/.

Rasmussen distinguishes for human performance modelling be-

tween skill, rule, and knowledge based behaviour.

Morgan classifies the cockpit functions into operations, de-

cisions, and problem formulations. He allocates these func-

tion types to the function levels of Rasmussen.

In MBB we defined "levels of automation", published in /7/

and /8/, applicable to system functions and cockpit procedu-

res automation.

If we combine these approaches, the domain of Al applications

to cockpit tasks emerges. This is shown in the figure below.

10
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In this classification diagram I only included the real time
pilot tasks.

The real time "system health monitoring" tasks were not a to-
pic of the Stuttgart Symposium. The state of the art in this

domain has been reviewed in 1986 in an Air Force Workshop on

Artificial Intelligence Applications for Integrated Diagnos-

tics /9/.

5. Concluding remarks

The evaluation of the papers presented at the Stuttgart Sym-

posium has shown that the development of AI tools applicable

to decision aiding in the cockpit in real time operations
Nwill take several years to fully nature".

For the next generation fighter aircraft - being specified

to-day - I can not even see full IFFC capability to be in-

stalled. And this is automation. IFFC as well as the first

real time AI tools could be available possibly for the first
upgrade of the next generation fighter aircraft, about ten

years from now.

Expert systems for mission planning are being developed at
present. They could be available within a few years for ap-

plication in conjunction with mission data transfer systems
for to-day's fighter aircraft upgrading.

12
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ANNEX

Automation Levels for the Man-Machine-Interface Functions

1. MANUAL: Manual control functions without automatic augmenta-

tion or support; man is performing the activity using his

human faculties (e.g. visual functions, mental activities,

switching and data input functions, verbal communications).

2. MANUAL AUGMENTED: This includes:

- manual control functions augmented by an automatic control

system (e.g. Fly-By-Wire, Nose Wheel Steering);

- mental decision supported by an automation system (e.g.

step by step check list on a display).

3. MANUAL AUGMENTED - AUTOMATICALLY LIMITED: man!aal control

functions augmented by an automatic control system and limit-

ed to prevent over-control and control errors. This includes:

- control limiting (e.g. AOA, g-level, attitude or velocity

vector monitoring);

- data entry formatting and validation checks.

4. AUTOMATIC - MANUALLY LIMITED: automatic control functions li-

mited, defined or overridden by manual parameters control

(e.g. autopilot attitude hold with superimposed pilot con-

trol).

5. AUTOMATIC - MANUAL SACNTION: automatic control functions with

manual accept/reject capability (e.g. automatic targets prio-

ritization with pilot reject/modify function).

6. AUTOMATIC: autonomous automatic control functions (e.g. sy-

stems status continuous monitoring and alerting).
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SUMMARY

The autopoietic approach McNaee (1986) proposed for artificial intelligence (AI)
applications in advanced aerospace crewstation design is not vell-suited to
present design practices and systems engineering methods. Practical
implementations of advanced electronic cremeubar (EC) concepts have to bridge
the gap between computer sciences research and large-scale development practices
to produce a viable crew-system interface. Theory and design techniques for
development and test of large, distributed, concurrent computer systems
envisioned for Al applications are still evolving. Technology transfer must also
address management issues. A central system engineering management issue is
identifying the functional partitioning of design team activities necessary to
produce a humane, intelligent system. A secondary, related problem is verifying
and validating component elements to demonstrate specification compliance and
performance adequacy. Finally, the problem of integrated test and evaluation
presents many difficulties which are well known to the human factors specialist
but not previously faced by systems engineers. This paper will address some
limitations of contemporary system engineering methods and management techniques
to meet the challenges of the EC. Racommended solutions which will be proposed
are as follows: new systems engineering management concepts (incorporating human
factors with IV&V) and support tools (integrating analysis, testing, and
speculation with proiotyping).

1. INTRODUCTION

A pilot's associate is more than an expert. Humane intelligent systems (McNeese,
1986) should anticipate the needs of the pilot. Interpreting pilot actions
demands an updated model of goals and plans, sat in the context of the pilot's
intent structure (Smith and Broadwall, 1988). Systems engineering practices
(Booze, Allen, and Hamilton, 1986) are not presently designed to produce that
kind of product, and even if the EC was itself fully developed, integration of
that technology into weapons production is still a problem.

1.1 Today's System Engineering Problem: Managing Complexity

Arcraft and other system have become complex both in the diversity and the
interactions that must be managed among technical specialists. To manage the
synthesis of multi-disciplinary work efforts, system management methods already
exist for allocating duties, communicating data, and coordinating effort. To be
effective, the system engineering management plan (SE4P) must be explicit,
publicly observable, and objectively measurable. The SEMP conceptually organizes
integration of technical teams, their assignments, and various work schedules,
permitting a composite view of the whole development enterprise. Rouse and Cody
(1988) nicely describe the shortfalls of current man-machine integration practice
and suggest a more user-oriented approach.

1.2 Tomorrow's System Engineering Problem: Managing Flexibility

Tomorrow's systems present new challenges. Flexible, adaptive, self-organizing
software is a product that is not present in today's systems. The problem is to
deliver a validated, tested design (assuring certified performance does not
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degrade during use) and requires a change in the corporate culture of systems
engineering management. Empirical and statistical testing methods that
incorporate the use of pilots will play a larger role.

While appropriate experimental testing methods are typically well-known in
behavioral and social-science research, such methods are less commonly used in
engineering, computer science, and contracts administration. The need to include
humans in tests of end-item performance is not a now idea, but the level and
amount of testing needed to assure proper EC performance must increase. Reasons
for this change need to be understood by managers. Successful development,
delivery, and use of AI therefore require changes in contracts administration and
engineering management that are as revolutionary as EC technology.

2. CURRENT PRACTICES

New system are evolutionary upgrades of existing systems. New threat
capabilities demand adaptations and enhancements with technology insertion.
However, within the acquisition cycle, there is a well-structured and linear
ordering of activities progressing from concept formulation through preplanned
product improvements and then subsequent avionics modernization efforts.
Modernization programs occur because certain subsystems become obsolete faster
than others. Subsystem upgrades are more economical than total system
replacement.

Complexity is now managed by a strategy of divide and conquer. Functional
requirements are defined that assure meeting specified mission needs, and
derivative functions are then identified by hierarchical partitioning into
progressively more detailed subfunctions. The work effort is itself broken down
In a simla r fashion. The final result is a set of mutually exclusive efforts
and a set of discrete end items to be produced. The work and its products are
relatable, hierarchical decompositions that split the whole into smaller
distinctly separate, but often interacting, parts.

System testing is then done at multiple levels, starting with individual hardware
(H/W)/softvare (S/U) components, pair-vise interactions, and then larger
assembled groups. Each progression tends to identify integration problems not
detected in the simpler levels of testing. Deficiencies may result from
incorrect or incomplete requirements specification, inappropriate design, and
implementation errors. Inputs or environmntal conditions for integrated system
level testing in ground-based facilities are also incomplete and must therefore
be augmented by developmental flight tests and then operational flight tests, all
of which are progressively better approximations to design limiting conditions or
some representation of anticipated combat conditions.

During that progression, H/W and S/W performance are compared against the
specified functional requirements. Comparably detailed evaluations of
operator-maintainer behavior are rarely attempted in conjunction with integrated
system test activities. Costs and time for such testing have typically been
considered prohibitive.

There are two questions asked in development and operational tests. The first
asks whether the delivered system behaves as the specification states it should.
The second asks whether achieved performance is adequate to meet mission needs.
The first is a contractual issue. The second is an operational issue. Crew
opinion ay be a factor in answering the second question, but is disallowed in
answering the first question. Crew performance and training requirements then
cope with I or S/W design shortfalls, performance anomalies, and other
unanticipated quirks of system behavior which are discovered after the fact, as
crews begin interacting with the final products of development and production.
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Sometimes crews also discover system capabilities which were not intentionally
part of designers' objectives. These can often be exploited for tactical
advantage, sometimes compensating for other aspects of the product which did not
meet design expectations.

Such progressive refinement during design, development, and production
engineering efforts Tesults in increasing costs for introducing changes. There
are several reasons for these cost increases. First, design analyses need to be
redone to assure proposed changes meet specifications and do not create now
problems. Second, design documentation has to be changed. Third, testing has to
be reaccomplished to assure that interaction of the newly modified component with
other system elements does not induce some unanticipated and undesirable behavior
elsewhere in the system. The smller the span of potential interactive effects,
the more restricted and focused the testing. Clearly, this argues strongly for
a highly decoupled and modular system. That is not the nature of the EC,
however, since the EC will interact with nearly everything that the pilot does.
Worse yet, it has to interact wit, pilots too! So teasting becomes a critical
issue: How much is enough and how can it be made more affordable?

2.1 Prototyping: Promise and Pitfalls

Valid requirements identified at design start minimizes costs. If the system
specification was accurate at every desired level of detail, then testing would
largely verify design compliance rather than detecting defects. Because pilots'
behavior cannot be perfectly predicted, empirical testing is needed. Rapidly
reconfigurable prototypes are tools to Set crew-system interface requirements
specified early.

Such prototyping must be tightly coupled to actual system development since
details become reinterpreted, redefined, and then Implemented. The prototype
used for human testing must be compared against both the design specification and
actual system behavior, especially when anomalies appear in prototype testing.
Auditable documentation is -2eeded.

Fault mode and failure analysis cannot be accomplished until design details are
known, but pilot workload is driven by handling such interruptions under less
than ideal conditions. Prototypes can implement hypothetical load conditions
before detailed design occurs but cannot portray actual conditions. The catalog
of actual causes and effects of system malfunction (and their impact on the crew
interface) will evolve as operational and combat experience occur.

Ground-based prototypes cannot replicate every interacting environmental factor
that drives and limits the crew's combat activity. No single test environment
can fully treat every apect of crew-system interaction. Combined testing is
needed, and even that will fall short of perfectly replicating actual combat
conditions.

2.2 An Augmented Solution: An Integrated.Evaluation Methodology

Wallace, Stockenberg, and Charette (1987) present a unified methodology for
system development, emphasizing the need for multiple perspectives in performing
design analyses. Evaluation itself requires three perspectives: 1) analysis. 2)
empirical tasting, and 3) speculative modeling. In analysis, mathematical models
can servo as surrogates for (and predictors of) testable behavior. In empirical
testing, two objectives can be pursued: 1) validation of design analysis, and 2)
correction of the underlying models. The second objective lays a foundation for
the third perspective: tests based on speculative modeling. Speculative
modeling predicts behavior that cannot be validated. For example, this includes
effects of chemical warfare agents and supra lethal doses of ionizing radiation.
Since speculations should be made from a validated model, modeling efforts should
closely parallel pro totyping efforts.
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3. PROGSIS FR THE FUTURE

Rouse and Cody (1988) propose reorienting conceptual design to a user-centered
approach so user considerations will lead instead of la detailed design.
Second, they propose supporting the reality of detailed design and development.
A realistic description is available in Boehm (1988). His spiral model
incorporates stagewiso, evolutionary, and transform models of development as
special cases. Bohm's model recognizes that system specifications change as
design insights Scur, and encountered problems are resolved. Boehm (1988)
observes: "e&-.h cycle is completed by a review involving the primary people or
organization concerned with the product."

A user-centered approach requires organizational changes that influence these
primary people concerned with the EC. Archer (1970) referred to these as
"arbiters" of design, who identify what factors are important and determine what
weight those factors receive in design trade-off decisions. Hardware engineers
presently dominate that group. They are a subculture distinctly different from
computer scientists and human factors specialists. To change the way systems are
produced, corporate culture must also be changed.

3.1 The Characteristics of Corporate Culture

Sathe (1985) defines culture as an important set of assumptions commonly shared
by a commnity but often left unstated. These assumptions vary in content and
strength. Prevailing culture will Impact cooperation, decision making, control,
comunication, comitment, perceptions, and rationalization of behavior.
Schein's (1983) model of culture suggests that observed behavior is only the
first of throe levels. The second level consists of justifications that make
sense of the first level. The third level pertains to the beliefs and values
that underlie those justifications at the second level. Knowing the beliefs and
values commonly shared within a culture is the key to understanding behavior and
its justification. Any pressure that forces modifications only in observable
behavior will induce transient, not permanent, changes.

To permanently change system engineering management, changes must occur in
beliefs and values, and become stated instead of assumed so they are shared
betveen disciplines, challenged by each, and altered as required. Technology
advances will help change engineering practices.

3.2 Social Dimensions of Automation Impacts on Engineering

4 Rouse and Cody (1988) note that the technology for design is changing but so must
the concepts. Computer Aided Engineering (CAE), Design (CAD), Manufacturing
(CAN), and Test (CAT) are all progressing rapidly. While telecomunications
permit shared distribution of information, Short, Williams, and Christie (1976)
identify telecommunications shortcomings in resolving conflicts between people,
which will inevitably arise as part of development engineering problem solving.
Rouse and Cody (1988) refer to fellowship as a socil aspect of relationships
that are an integral part of interdisciplinary cooperation in design teams.
While technology will force some changes in engineering culture, other changes
may be needed.

3.3 Suggested Approach: Agency of Change

Systems are becoming-software intensive (Glaseman, 1982 and Grove, 1982). Many
require Independent Verification and Validation (IV&V) efforts (Southworth and
Sapp, 1984). Doing V&V requires analysis, modeling and simulation, and
prototyping. One approach to improving EC testing would be to include human
factors within the IV&V effort. This also permits an early start on both
instructional system and training device development, other typically neglected
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II

aspects of integrated logistics support. Three benefits could be realized.
First, continuing human-user testing could parallel development and be associated
with required software integration teats. This permits more extensive yet non-
disruptive testing. Second, multiple uses can be made of the human factors data
from such tests: (a) model parameterization/validation, (b) human engineering
evaluation, and (c) training curriculum validation. Third, culture changes could
be induced through existing organizational mechanisms instead of adding a wholly
new structure just to accomplish the level of testing needed for producing a
useful EC. The human engineer must then focus on becoming the change agent,
calling attention to unstated systems engineering and management assumptions
about presumably shared beliefs and values that need to be reviewed more
carefully.
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As the environment in which military aircraft operate becomes increasingly hostile
and the advances in avionics systems provide the crew with ever more data, mission
effectiveness will be put at risk by the increase in crew workload. The tactical
decision aid (TDA) is a system designed to alleviate this workload problem by using
the incoming data to supply the crew with high-level information, upon which, tactical
decisions can be made. This paper outlines the primary process of the TDA, namely
sensor fusion and mission planning, which have been approached from an Al perspective.
The test-bed for this work has been a ground attack mission and in particular the
hostile ingress and egress phases of the mission.

INTRODUCTION

In the foreseeable future the military aircraft will be operating in an environment
in which the numbers and sophistication of threats deployed against it will ensure
that the aircrew has a high workload. This will be compounded by the move toward
single operator aircraft and the increased ability of avionic systems to supply the
operator with data. These factors could combine to increase the operator workload
to the point where the survival of the aircraft and the ability to achieve the mission
are put in jeopardy. The sophistication of proposed future avionic systems will
ensure that the aircrew will have as much data as possible upon which to make any
tactical or strategic decisions, but the limiting factor on arriving at the correct
decision will probably be the speed at which such data can be assimilated and understood.

The purpose of a tactical decision aid (TDA) is to reduce the crew workload by converting
the incoming data into high-level information which can form the basis for a decision
making process. This decision making process can then be performed either by the
crew or by the TDA, although in the latter case, the reasoning processes must be
understandable to the crew, in order that the basis for decisions can be checked
and confidence in the system's abilities acquired. Such issues abutt the MMI aspects
of such a system; these aspects have not been addressed within the current project.

This paper is an overview of the current state of the TDA project at Smiths Industries
Aerospace & Defence Systems Ltd. Effort has been concentrated upon those areas of
the TDA which are the most novel in terms of current avionic computing. These concern
the fusing of data to produce the high-level information (sensor fusion) and the
use of that information by the TDA in the decision making process (planning).

The next section describes the scenario in which the TDA has been tested and the
test-bed simulation which has been developed. Following that, the sensor-fusion
techniques which have been investigated are discussed and the subsequent section
covers the planning functions.

The Scenario

Investigation of the TDA has been limited to the problems faced in a ground attack
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mission and in particular that part of the mission concerned with a low-level ingress
to the target area. Such an ingress involves a flight of around 8 km in a time of
5 minutes flying at a height of around 100 feet. In such circumstances the crew
face a high workload not only from attempts to counter threats, but also from the
n to vintain altitude and avoid terrain. Uler these circumstances the crew
may not be performing to the best of their capabilities or those of the aircraft.

The principal threat in such a mission comes from surface-to-air missile (SAM) sites,
associated both with airspace denial and point defence, and anti-aircraft artillery.
Such air defence units can be highly mobile in their attempts to cover potential

targets such as troop concentrations. Consequently the location of such threats
will be known to a very limited degree of accuracy, which in turn, implies that the
value of the prior intelligence is limited. Although the aircraft carries counter-
measures to decoy incoming missiles, the increased sophistication of the threat implies
that the efficay of these countermeasures will be greatly reduced, leading to a lower
mission success rate and a higher mission cost.

The test-bed for the TOA is simulated using object-oriented programming techniques.
This enables a SAM site to be modelled as an entity which performs its own tasks,
seeking and acquiring the aircraft as a target. Other objects such as surveillance
radars, troops and vehicles are also simulated. Some of the SAM sites communicate
with each other and with surveillance radar enabling, a means of representing a co-
ordinated air defence system. All SAM sites have a limited number of missiles and
take time to re-load. The detail in the simulation means that the air defence response
to the aircraft is made unpredictable by the number of decisions being made. This
complexity helps test the various responses of the TDA in a relatively unbiased manner,
which may not be achieved by a coarser simulation of the world.

The simulation also models the sensors and countermeasures of the aircraft, and their
interaction with the radars of the threat world, together with the aircraft's weapons.

TACTICAL DECISION AID

The TOA has the task of planning the hostile ingress phase of the mission subject
to the constraints imposed by the aircraft embodied in limitations upon the use of
fuel, countermeasures and weapons. In performing this task the TDA has, initially,
an intelligence database comprised of the location and type of known threats. Although
this is assumed to be in error it is used as a basis for the initial plan in the
absence of better information. Having made a plan, including a flight path, the
aircraft flies the given course. As it does so the sensor, the are usually in stealth
mode until the final target attack, pick-up emissions from the various ground-based
radars searching for incoming aircraft. The TDA pools and interprets this data in
an attempt to update the perceived situation. Based upon the changes in the perceived
situation, the TDA re-plans or repairs the current plan to ensure that the aircraft
will achieve the mission goals, while keeping within the constraints imposed.

Thus, in essence, the tasks of the TDA can be defined as asynchronous sensor fusion
and planning. The underlying philosophy of the system is that it should be capable
of being interrogated about its decision making processes and that the answers given
should be understandable in the operator's terms. It is not intended that this inter-
action should take place during the course of a mission, but rather during training
and simulation sessions, in order to develop confidence in the system. This has
an important impact upon the approach taken to developing the 3ystem. In particular
this philosophy is common and desirable in the field of Al and this led to the adoption
of these techniques above any more numerical approaches.

Sensor Fusion

The data to be fused in this case is derived from the data sources on the aircraft.
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These are the sensors: the radar warning receiver RWR), the radar (active and passive
modes), the forward looking infra-red receiver (FLIR) and the missile approach warning
receiver (MAWR). These are backed up by information sources such as the initial
intelligence data and any incoming communications. Although the data is accumulated
ovr tme., the TDA amst *Jways be prepared to make an identification even m. te
quantity of evidence is minimal. The manner in which the identifications are updated
and the accuracy required, place restrictions upon the nature of the inferencing
process.

An important aspect of data fusion is determing which pieces of data to fuse and
which to keep separate because they refer to something different. This task becomes
more complex when the purpose of fusing the data is to determine what is being observed.
The method used to handle this difficulty is to assume that all reports from the
same location refer to the same source. This assumption is later tested by the infer-
encing method used to identify the source.

All of the sensors can produce spurious reports or noise and all of the sensors produce
varying degress of error in positioning the source of the report. Consequently,
the first task of the sensor fusion process, when a sensor report is received, is
to discard it if it does not correspond sufficiently closely with any known types
of source. Clearly, some noise will remain in the system and the inferencing mechanism
used to assign an identification to the source will need to be able to handle this.
The next task is to determine with which previously identified source the current
report is co-located within the error bounds of the sensor. If it cannot be co-located
with what is already detected then a new source is deemed to have been found.

Having determined that the current sensor report arises from the same location as
a previously detected source, does not necessairly mean that it has come from the
same source, i.e., more than one emitting entity may be located in an area bounded
by the sensor errors. The inferencing technique used must be able to handle this
conflicting evidence. With each source, a set of hypotheses as to its identity,
is stored. More than one set may be stored if it is recognized that more than one
entity is located at that position. The inferencing technique updates the likelihood
value of each item in these sets of hypotheses and, whichever has the highest such
value, is deemed to be the best identification at any time. In this manner, the
sensor fusion process always has an identification at any time. In this manner,
the sensor fusion process always has an identification of a source, however small
the amount of data received. Clearly, if a more accurate sensor picks up the source,
the position of it can be given with greater accuracy.

A number of inferencing techniques have been investigated and the one which has been
able to satisfy the above requirements has been the Dempster-Shafer evidential reasoning
system (1). When the first sensor report is received from a location, a list of
possible sources is created, each with a likelihood generated from an evidential
interval. Subsequent sensor reports are used to update this set of hypotheses.
The Dempster-Shafer approach can determine a measure of conflict in the evidence
being received, enabling multi-source identification to take place. On the other
hand, the processing time and storage needs can create difficulties, which have been
overcome by the use of a controlling rule-base.

Planning

The planning system has been designed with a number of requirements in mind. Principal
among these, are the potential need for understanding, the decision making processes
and the need for aplan to be available at all times, even when processing is curtailed,
due to lack of available time. The former of these, has influenced the knowledge
representation within the system and both have influenced the plan production process.
A further influence has been the decision not to attempt to create an optimum plan
(in the sense of using minimum resources and minimum threat exposure), but to produce
an acceptable plan which, while minimising the threat exposure, remains within an
allowed use of resources. It is envisaged that from such a plan the optimum solution
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can be developed by using numerical techniques in a manner focussed by the planning
system.

The knowledge within the planning system is divided into three types, depending upon
tte time-scale of change in that kmnmeldge. The first type is static thrughou
the duration of a mission. This includes such things as the terrain and the capabilities
of designated missile types. The second type is that concerning the perceived world
view derived from the data fusion process. These are the objects in the world.
The third type is aircraft and mission specific, and includes the plan structure
based upon the position and current expendables status of the aircraft.

The external world is represented as a set of objects, each with a position type,
and status, in relation to the aircraft and the mission. This enables the plan to
be represented as a time-ordered set of scripts which are also a series of instructions
such as "fly left of object-l", "suppress object-2", "attack target-object while
suppressing object-3", etc. Representing the world in this manner has meant that
the plan can be described in an understandable form and, since the plan scripts contain
all the information used to derive the instruction, the plan can be interrogated
as to the reasons for arriving at a particular decision.

The planner has the task of setting the values of these instructions to achieve an
acceptable plan using the knowledge at its disposal including the knowledge of other
parts of the plan. This it does by firing a set of production rules on the plan,
as if it were a knowledge base. When no more rules can be fired, the plan is as
good as it can be made. Using this rule-set, the problems of plan monitor and repair
are considerably reduced. The rule-set is ordered in such a manner that it will
attempt to improve whatever plan it is given. Thus, if circumstances change, the
rule-set will try to improve the plan within these new circumstances without the
need to check whether this change affects the plan.

The other advantages gained from the use of a rule-set in this manner, are that whenever
the computation is curtailed, there will always be a "best-so-far" plan available.

Conclusions

The tasks which systems such as the TDA are expected to perform are currently performed
by the operator and the intention of these systems is to relieve the operator workload
by having the system take over the performance of these tasks. However, given the
nature of the environment in which these tasks are undertaken and the consequences
of an error, considerable effort needs to be expended on inducing confidence in the
system. This implies that the output of such systems is open to scrutiny by the
operators and that the systems are able to answer questions in a manner which is
comfortable to the operator. In the field of artificial intelligence such constraints
are common and deemed desirable in any system. It therefore seems reasonable to
apply the techniques and discipline of this field to the problems associated with
developing these systems.

The development of the TDA has followed this policy and the results have been
encouraging. The data from the sensors is fused to form a threat scene which is
then used by the planning functions. The system produces acceptable mission plans
which take account of the use of expendable resources while minimising the threat
to the aircraft. Throughout these processes the system is open to interrogation
and the decision paths can be explained in a manner understandable to the operator.
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Adaptive User Interfaces in Man Machine Systems

K. Friedrich. Kraiss*

1. Introduction

Increasing automition in vehicle and process control has the consequence that operators are more
and mor restricted to supervisory tasks. This is a possibly dangerous development because he

operators are taken out of the loop. Consequently they may loose the skill to judge complex

situations and to react in a competent way. In order to counteract this effect two approaches can

be considered. Firstly the operator can be supported in performing cognitive tasks by providing
artificial intelligence functions to him which facilitate decision making and problem solving.

Secondly the operator's task may be simplified by adaptively matching user interface functions
as well as system functions to environmental conditions, situations, tasks or user characteristics.

This paper addresses the latter approach by reviewing machine learning algorithms and their
applicability to adaptive user interfaces

2. Adaptive man machine systems

The architecture of a typical conventional supervisory control system is depicted in figure 1. As
can be seen, there are two computers between the operator and a specific task. One of these

interacts mainly with the task, while the other interacts with the human. This concept enables

considerable flexibility in task allocation between the human and the system as well as with

respect to the interface layout. However current supervisory control systems are not prepared to

continuously adapt to user requirements and performance. They are rigid and static, i.e., they do

not adapt dynamically to variations in skill, motivation, decision strategy, risk taking behaviour

or cognitive state of the user. Individual preferences of display formats and contents are not

supported. A different system architecture that traces operator actions and evaluates them on-line

will therefore be required in order to achieve adaptivity in man machine systems.

As already mentioned above, adaptivity may be desireable with respect to environmental

conditions, situations, tasks and user characteristics. While the first three items of this list can

"Research Institute for Human Engineering (FAT) and Technical University Aachen,
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be technically identified - given the necessary sensors are available- the identification to user
characteristics poses a major problem. A prerequisite for the dynamic adaptation of user

interfaces to individual needs is that behavioural characteristics be known to the computer. A

cooperaive system architecire designed to provide this functionality is presented in figure 2. As

may be seen by comparison with figure I the human interactive computer has now been specified
in more detail and a set of three data bases have been added to the system.

The world state data base contains environmental conditions and operational phases. Knowledge

about the system is collected in a separate data base which contains system specific sripts and
procedures. In addition there is a data base for possible operator goals, plans and scripts. These

data bases are essential for the functioning of the human interactive computer which con ins
five components: Operator model, interface management, operator error handling, adaptive

operator aiding and system ero handling.

Input for the operator model is the actual human performance in a task as identified by recording

the information provided to an operator together with the actions be is deriving from them. Such

records allow interpretation and prediction of operator actions and discrimination of expected

(explained) from unexplained actions (errors or innovations). Resource utilization is derived

from current and projected on-line workload analysis which is needed to estimate of operator

performance in current and potential future tasks. Errors of omission or commission are

identified by comparison with active (legal) scripts and goals. Subsequently a suitable

remediation level for an error (monitoring and exploration, error feedback (alert, warning), active

prevention or automatic initiation of compensatory actions ) is selected by the operator error

handling module. System error handling is supported by the provision of interactive diagnostic

expert systems. Adaptive operator aiding and interface management (see fig.2) are the modules
which are most interesting in the context of this paper.

Adaptive operator allng includes:
. Variable task assignment to man and computer,
- Task trandmum ons (predictions, display modality etc.),
- Adaptatio of dialog styles to the skills and preferences of individual operators,
- Consistency check of operator actions and decisions,
- Advice giving and decision support functions.

Inteface management includes:
- Information filtering,
- Selection of sensory modality,
- Display formatting,
- Adaptive control 6f display and message (alarm) sequencing.
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Fig 1. Typical Supervsory Systemr Architecture (Sheridan & Hennessee 1984)
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The main difficulty during the implementtion of the adaptive ftnctions mentioned above is the
establishment of a suitable user model within a computer. One approach to solve this problem is
the application of uainable observer. As depicted in figure 3 operator behaviour can be observed
on-line and - after enough tining, be duplicated by such a device. Subsequently the trained
observer may then be used as operator mode (F-reedy et al. 1985).

-f - 0b.eice /Prces

Fig. 3: Concept for an adaptive user interface based on a trainable observer

3. Connectionist learning mechanisms

Various technical solutions exist for the implementation of uainable observers. We restict the
discussion here to a short inwoduction to adaptive filters and neural networks because these are
used in the case studies described later. As the main subject of this paper is not the theory of
connectionist learning mechanisms, the reader is refezed to the given references for more details.

output units

hiden wits 
feedback connections

plan units

Fig 4: Basic muldlayered recurrent neural net configuration.

Figure 4 shows a neural network in very general form. In a static net (no state units) the flow of
information is from plan units over hidden units to the output units. By special training
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procedures (e.g. backward error propagation) the weights of the links between "neurons" are

adjusted such that the net responds to each plan vector with the desired output vector

(Rumelhardt et al. 1986). Within certain limits neural nets are able to generalize. i.e., to react in a
meaningful manner to plan vectors, which have not been trained before. Recurrent nets, i.e.
those which include state units and feedback connections, can even be trained to produce

sequences of actions at the output (Jordan 1986).

Adaptive filters (Widrow & Steams 1985), also called linear machines (Nilsson 1965), are
closely related to the neural nets mentioned above. The main difference is that in these devices

there are no hidden layers. The classifier depicted in Figure 5 consists, e.g.. of three Adalines

with a weighting factor wi. for each pattern vector component xi, a summing device for each

pattern class plus a maximum selector. Training is performed by one adjustment to the classifier

weight vectors for each stimulus/reaction pair presented.

DISCAMMANT

/ . ,(U)

Fig 5: A linear machine for classiflying X patterns with d components each to R

categories (Nilsson 1965, modified).

Following this short description of two connectionis leaning mechanisms possible applications

of these concepts to implement adaptive user interfaces are reviewed and discussed. This

concerns interactive visual pattern classification (Kraiss 1982), intelligent display control

(McCandless 1986) and the adaptive training of a controller (Guez & Selinski 1988).
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4. Enmpks for adaptivity in man machine systems

T l ehi ' ion(Knaiss 1982)

Classification of visual patterns is a tsk that only in a few cases can be fully automated. This is
mainly due to the fact that many of the criteria applied by an observer can not be quantified and

stated explicitly. What one sees depends, e.g., on what one looks for or expects to see, the
context and, last not least, the costs of not seeing it. Expert knowledge and long term
professional experience will have a major influence on, e.g., the classification of targets from
electro-optical sensor systems or on the extractio of features from x-ray pictures. This case
study addresses the question whether computer aiding can be helpful in improving classification

consistency of human observers. The term "consistent" implies that a particular pattern, if
presented several times, is always assigned to the same category. A system concept for this study
incorporates an adaptive observer that continuously traces the visual patterns presented to the
operator as weRl as his choice nd learns implicity the decision strategy of the human (compare
fig. 3). The need to quantify and state explicitly the complex criteria applied by the expert user is
thus avoided.

The adaptive obsever will, after suffic t inin& suggest a choice that is in line with obsever
preferences. Sometimes, the human will be confronted with a conuadicting proposal indicating
that his decisions have not been consistent. Even in that case, however, he is entirely free to
make up his mind which will eventually result in a irainig of the adaptive device. The tainable
observer may thus be seen as a intelligent monitor watching the consistency of observer
decisions and forcing the human to reconsider classifications which do not fit in with previous
actions.

For the evaluation of the described systm concept a set of 50 visual patterns was generated at

random. Each pattern is composed of 20 columns with varying heights. A particular pattern i

may be described by a pattern vector XiUAx0 1,.2..,01 where each vector component may

assume random values with -1< xV <+I (see figure 6, lower part ). For reference, patterns

Fig.6 Experimentali seup. Ten patterns apposing in the middle of te

must be assigned to one of 6 candidae ckass on top.
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which are known to belong to categories I - 6 are displayed on top of the screen. The

classification task to be performed is the assignment of a patten to one of the available candidate

classes. The adaptive observer was for this work selected to be a linear machine as depicted in

figure 5.

Two group of 6 subjects were used in an experiment. Each subject had to assign six series of 50

visual patterns to 6 candidate classe. Thus 300 individual decisions were collected from each

subject. During the expertments subjects were instructed to make their choice solely according to

the criterium "similarity" and concen-at on the "Gestalt". No cost, risk or time pressure for

decision making was imposed. Reference to a physical background for the patterns was stictly

avoided, tierefore no special background knowledge was requested and no experts were needed

to partcipaw in the test rums.

Without aiding the subject had to pres one out of six buttons to indicate the selected class. In

case of aiding the information presented on the screen took, e.g., the following form:

PROPOSED CLASS NO.: 1 (45 %), V (27 %)

RELIABIIT=Y: 60 %
PLEASE TYPE IN THE SELEC'rED CLASS NO.:

The prio of computer proposals and the appertaining probabilidies have been calculated using

the actual values for the 6 discriminant functions gi (X) of the adaptive observer (compare fig.

5). Only the two most probable candidate classes are displayed to the observer in order to avoid

confusion. The line "Reliability" indicates how often aiding was successfully accepted. The

indicated number is a sliding average over the last 10 patterns. In case of inconsistent operator

decisions the computer finds out which classifications are in conflict. In such cases the operator

is made aware of his own conflicting decisions by, e.g., the following text:

PLEASE CONFIRM YOUR CHOICE (CLASS NO. 3 OR 6 ):

The answer to this question is taken as the operators final :hoice. Conflicting answers made

earlier are eliminated and substituted correctly so that at any instance a consistent pattern set is

available for training.

Dam fi m both experimental groups show that only for very few patterns subjects made identical

choices. Most patterns have been assigned to several classes (up to four). Since subjects had to

classify 6 identical pattern sequences. individual consistency can be determined by comparing

class assignments for corresponding patterns in subsequent sequences. These calculations have

been performed for the aided as well as for the unaided group. The values given in figure 7 for a

particular pattern sequence indicate, how often a classification was selected that was not in

agreement with the one made in the preceding sequence.
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/AIDED

AIDING

ACCEPTED

PATTERN SEUENE Na

Fig. 7: ndividual classificaon inconsistency with and without aiding

(data flom two groups of 6 Ss each).

Without aiding the individual inconsistency starts in the range of about 30 percent. During
subsequent training sequences some improvement can be observed with a tendency to level off
above 20 percent. The situation is markedly better when aiding is introduced. In this case
performance starts at a lower level of about 16 percent inconsistency. There seems to be a steady
stabilization effect during subsequent runs resulting in a classification inconsistency as low as 3
% for the 6th panerm sequence. Standard deviations, which are also given in this figure, indicate,

"W that this very low inconsistency level is stable among subjects.

Intelligent disalay connrl (McCandless 1986)

Along with the coninuously increasing complexity of man machine systems it has long been
reconizid, that operators can not be presented with all available information without suitable
filtering and integration. Considerable effort has been made in order to reduce the amount of
information at the user interface by situation and task dependent filtering. In modern airliners,

e.g., adaptation to particular phases of operation is provided: only such information is presented
or activated in the cockpit which is necessary and useful during taxiing, take-off, cruising or
landing respectively. Another approach has been to facilitate information processing and flow by
the suitable integration and display of distributed pieces of information. So far little effort has
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been made, to dynamically adapt the interface to individua preferences and variations of

opesars skML

The connecionist model proposed by McCandless is designed to adaptively control the display

of icons, diagrams or windows. An adaptive observer monitors the system's state and provides

an intelligent organization of displayed information (fig.8). Inputs to the network are data

collected on system variables, which, after suitable statistical treatment are fed to sensor units.

Sensor units discriminate three states for each variable (increasing, decreasing, domant ).The

icon control umts gather input from every sensor and from every other icon control unit. The

within level links provide compeition for presentation among icons. The network units on the

icon control level pass their activation on to a set of diagram control units. This allows the

controller to iden* and present currently important icons and diagram to the user.

Diagram control units

Icon control units

Sensors

Statistc

Variables

Figure 8. Basic control layout for intelligent display control (McCandlesi 1985).

Again, instead of extracting knowledge from an exper the network automatically and

continuously records the behaviour of an epe using the system in a particular situation. The

resulting activations of the network output units represent the importance of a pieces of

infomation needed for diagnosis. In general several units am competinj with each other for the

use of limited screen control space.

In the course of operation the connecuonist display controller learns about normal sequences of

system stues which occur and about user/expert criteria for information cod g and organisanon

on the display. Currently a version of this controller has been implemented as a control

mechanism for organising the icons and diagrams displayed in STEAMER, a system used to

train the operation of a steam propulsion plant ( Hollan et aL 1984 ). Operational experience has

not been repot yet.

The network described above is limited to interpreting the cwrent importance of icons and

diagrams. It is however also possible to predict regularly occuring sequences of system states
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using an additional connectionist network. The predictor information may then be used to

provide the operator with advance information on future diagnostic tasks.

Adnvm training of a conamllr (Guez & Selinsky 1988)

Trainable adaptive controllers are a subset of process controllers where the design is done by

on-line teaching instead of off-line control theoretical computations. While in both application

examples presented above the adaptive observer was trained to learn discrete events, we now

address the continuous case. The basic idea however remains the same (fig.9): The adaptive

controller learns a suitable control strategy by observing a hmnan teacher. After being sufficiently

well atned, the neural netwok can take over and duplicate the behaviour of the human. The

trainer may then be removed or he may remain standby as a monitor. Retraining and manual

takeover is possible at any time the operator wishes.

F.,Ste Vro m V a

Figure 9: Trainable adaptive controller architecture

Currently this approach has been successfully tested for a cart-pole system (the network chosen

for the simulation has 2 hidden layers, 4 input neurons and 1 output ).The results show that the

system was able to learn and generate stable control from the examples generated by a human

teacher. This demonstrates that the control law could be identified without being explicitly stated.

5. Conclusions

This paper addressed different aspects of adaptivity in man machine systems. An architecture for

cooperate man machine systems for this purpose was outlined. Adaptive filters and neural

networks were mentioned as mechanisms to implement computer learning. Three case studies

were presented, which demonstrated interactive visual pattern classification, intelligent display

control and adaptive controller training.
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From this iz appears that the neural net approach could be an elegant solution to knowledge

acquisition tasks which currently still is a very serious and basically unsolved problem of rule
based expert systems. Hee it is sufficient to observe an experts behaviour instead of asking him

questions. Consequently thre is no need to explicitly formulate a set of rules. There is no need

to explicitly update and modify of rules if tasks or situations have changed. After successful

aining of a net the learned knowledge resides in the linking weights of the neurons. From these

it is easy to see, which inputs were considered essential by an operator and which were

neglected.

From the reported studies it appears that adaptivity at the user interface can result in improved

individual decision consistency in pattern recogition tks, can support diagnostic tasks by

providing suitable information display and can duplicate human manual control behaviour.

Further studies ae needed to work out this approach in more detail and to test it in an operational

contest.

36

7,1



12

6. References

Freedy A.,Madn A. and Samet M.L (1985) Adaptive User Models: Methodology and
Applications in Man-Computer Systems. In: Rouse W.B. (Ed.): Advances in Man-Machine
Systems Research, Vol. 2, JAI Press Inc., Greenwich. Conn., 249-293.

Guez A., Selinsky L. (1988) A Nermrhic Controller with a Human Teacher. Proc. of nt.
Conf. on Neural Newrks, Vo..NwYork: EE, 595-602.

Hollan 3.D., Hutchins E.. and LJ Weitzman (1984) Stear:w An Interactive Inspectable
Simulation-Based Training System, AI Magamne, (5), 2,15-18.

Jordan MJ. (May 1986) Seral Ordm- A Parae Distributed PrcsigApproach. Report
8604. Institute for Cognitive Science, University of Caiona .Diego.

Kraiss LPF. (1978) Entscheiden und Problemltlsen wit --cner--es---- g Bericht Nr.36,
ForchugsnstwzfUr Anthropotechnik Werdihoven.

Kraiss L.F. (1982) Assessment of Interactive Visual Patternt Classification with Adaptive
Comuter Aidin. Proc. of the 6th In. CoPf. on Paaarn Recognition, Vol.2 .New York:

IEM944-946.

McCiadless T.P. (19846) PDP Mechanisms for Intelligent Display ControL NPRDC-UCSD
Intelligent System Group, Institute for Cognitive Scieuce University of California, S.
Diego.

Nilsson, NJ. (1965) Learning Machines, McGraw Hill Book Comp.

Rouse, W.B.; Geddes N.D. & Curry, R.E. (198M. An Architecture for Intelligent Interfaces:
Outline of an Approach to Supporting Operator of Complex Systems. In: G.Salvendy
(Ed.), Huaman. muuntaumi on-VL- (pp. 87-122). London: Lawrence Eribauin.

Rumelhart D. E., Hinten G.E., and Williams RJ. (1986) LerigInternal Representations.
In: RumeiartDJ.., cClel~and i.L (Eds.) PaallID~r'b Processing: Explorations in
the Microstructure of Cognition Vol. MIT Press /Bradford Books, Cambridge, Mass.

Sherdan, T.B. & Hennessy, R.T.(Eds.).(1984). Roamb and dlin oLSgado
- c fa2g~W Washington. National Academy Press

Widr-ow B. and S.D. Steamns (1985) dan iWR=j&Predtice Hall, Englewood
Clifs NJ., 1985.

Mailing kra:

PD Dr.-Ing. LFriedrich Kr-aiss
FOAN/FAT
Netienahrersw. 20
D 3308 Werthhoven
FR Germany

Phone: :49 228 852 495

I ~ -37



Page I

MULfl-AN CREWSTATION DESIGN IN AN IKBS TECHNOLOGY
DEMONSTRATOR FOR THE ROYAL NAVY.

George ara~nder

Ministry of Defence, Procurement Executive
.m#y Research EstabbhmeM
Portsdown, Portsmouth POO 4AA

Summary

A Technology Demonstrator Programme, in progress at the Admiralty Research
Estaistnent (Portsdown), aims to exploit and explore the benefits of Intelligent knowledge-
based systems technology (IKBS) in the area of real-time Naval command and control. This paper
outtihes the features of the demonstrator and discusses the objectives of the programme,
together with some of the key Issues arising.

Introductlon.

Over the past few years research effort at the Admiralty Research Establishment has been
examining the us o knowledge-based pograming technlues in the domain of Naval command
and control. The research has prducd a laboratory prototype which has successfully proven the
validlly of the technical concepts. The work now continues under a Technology Demonstrator
Programme, the purpose of which Is to produce a sea-going demonstrator which can be trialled
and evaluated in an operaional setting during the early l9g0s.

Data fuelon.

The fai thrust of the research to date has concentrated on the area of data fusion, that is
the complaton of a tactical picture which will present the command team with a concise, accurate
and comprehensible reprsentaon of the tactical aii-Wation facing them.

Today's warships receive an ever Increasing volume of Information from a variety of sensors,
both organic and non-organe, which must be asalmlletd, Interpreted and assessed. In order to
achieve an understanding of the extenal world, it Is necessary to detect, locate, track and, if
possible, clesily all the objects which might conceivably contribute to the tactical situation. This
kmple virtually every object within the sensor range or within the volume of Interest of a single
warship or of a group of co-operating maritime units, which may be dispersed over a wide area of
ocean. Information sources Include plans and objectives, radio datalinks, acoustic and optical
devices, human observers providing Intelligence data, as well as the more dynamic real-time
sensor Informaion. The task of combining such disparate data types has proved to be beyond the
capabilites of conventional computing methods, yet iR has remained the province of the already
overloaded human operator, even though it has to be undertaken within the very short tlmescales
dictated by the peed of modem warfare.

The technological solution selected for the data fusion demonstrator utilises a rule-based
approach to generate a hierarchy of hypotheses. This has been Implemented using a blackboard
type of expert sysem architecture. Further rules are applied to select the 'current best view", that
is the most likely hypothesis, which is presented to the operator. Correlations not selected are
retained, however, in case any choices should prove incorrect following the arrival of more data.
This method represents multiple hypotheses at a low level but generates only one conclusion in
order to avoid confusng the operator with a combinatorial explosion of potential solutions. Should
this concMusio prove Incorrect, it is possible to refer back to the lower levels to generate a new,
consistnt solution. For further details, see References I and 2.
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Situatlon ASessmOent.

Although data fusion generates a represetatlion of the tactical world, this representation is
esentllly low level and further Inferences are required to provide the Informatlon on which
decisions must be made. This extension Is referred to as situation assessment, where the
emhf Is on providng an assessment of t Implications of the perceived world. Thus elements
of the tatia piture my be combined, for example, for.iaons of hostil aircraf, In order to Infer

the type and strength of a polentidal threat. A a higher level still, elements of an opponent's tactical
plan may be Identified which may be used to infer the missions of unknown units whose presence
In the tactical picture was previously unexplained.

Resource Allocation.

The nut stage in the command and control process Is the response to the perceived tactical
situation. Thid is the reactive part of the system and is referred to as resource allocation. This term is
rather Imprecise, however, as the reaction may Include the detachment of subordlnate assets,
such as combat air patrol fighters to counter a long range air attack, as well as the Immediate
response to the detection of a submarine launched torpedo at short range. Work is progressing on
this type of decision support facility In onrer demonstrate the capability of an Intelligent knowledge-
based systems approach to the whole range of command and control activities.

Human-Computer Interface.

In order to make te faciites described above available to the user, special purpose graphics
software has been developed to drive a high-resolution colour graphics terminal using the GKS
protocols. Multple logical windows can be created which allow the user to examine the different
levels of the system, including the blackboard data structure. There are two main tp of window:
plan-view windows, which show a graphical view of the tactical picture and text-windows, which
allow aphaiumetf data on elements of, or objects within, the tactical picture to be examined.
FIgure 1 shows an example of the human computer Interface envisaged at this stage of system
development. Manipulation of the display facilities is accomplished by means of a hierarchical menu
system.

In addition a range of explanation facilities has been developed (Reference 3). First there is
a textual window which displays the hypothesis concerning a selected object in the tactical picture,
as well as liting thoe hypotheses which support It at lower levels and that which Is supported by it
at a higher level. Next there is a textual justification which declares the specific conditions which
hawe been appled and the particular parameters which support the conclusion being queried.
Finally there Is a graphical representation of the hypothesis network connected to a selected
hypothesis, which quickly shows the user the evidence supporting an object in the fused picture.

Objectives and Problems.

Wh then are the main objectives of this Technology Demonstrator Programme and what
are the Mue and problems arising from them?

1. DOn the technology work?

At the level of data fusion this is relatively straightforward. Does the tactical picture prodfued
by the data fusion system match or Improve upon the tactical picture compiled by more
conventional manual command teams in terms of speed and accuracy? Exercise analysis
techniques a~redy exist to evaluate the performance of command teams by comparing their
perceived wold, a contained within the ships command system computer, with the evidence of
what actually happened In the real world, as re-constructed from exercise plans and detailed
recordings.
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Evaluation of situation assessment and resource allocation functions becomes more
subjective as these Involve judgement and decision making on behalf of, or In conjunction with,
the expert user. Indeed, because the system is dealing with heuristic knowledge, there Is the
Implication that there may be no formal proof that a given result or solution Is correct. Naval
Exercises will provide the operational setting within which the demonstrator wig be ialled and
current practice in these exercises Involves expert observers evaluating the performance of
human operators in realistic combat conditions, at sea. It is envisaged that a similar mechanism
should low assessment of the demonstrator system responses.

2. What can we learn about how best to procure and exploit Intelligent
knowledge-based systems?

Methods of specification, validation and acceptance for real-time knowledge-based systems
are virtually non-existent. The demonstrator will provide a suitable environment to undertake initial
experimentation Into thes topics. Many Issues will be raised In the fleids of software engineering.
knowledge engineering and knowledge-based systems technology. Our experiences in the
design, Implementation and evaluation of the demonstrator will establish a solid framework on
which recommendations and procedures for the successful procurement of command systems for
te next generation of Royal Navy shis can be based.

Ther are many problems In the area of requirements specification for complex systems, but
especially so for Intelligent knowledge-based systems. The sub-systems of the laboratory
prototype are based upon a technological model of command and control. The Naval authority
responsible for generating requirements for operational command and control systems, however,
Wils a user-oriented model. The several thousand functions produced by this latter method,
although they assume no allocation of function decisions or implementation solutions, do not
approach the level of detailed knowledge required by the designers of intelligent functions.
Current methods of requirements capture seem to identify explicit steps and procedures but do
not readily represent the Imnlicit knowledge and rules contained therein. it is precisely this Implicit
knowledge that must be made explicit in the implementation of knowledge-based systems.

In addition, it may be argued a knowledge-based system cannot fully be specified except by
defining the entire rule-base. The Implication is that a highly detailed specification of the rule-base
must be produced before the operational system can be procured.

Further problems are envisaged in the management of the rules and knowledge contained
within Itelligent knowledge-based systems. Should the operational user be allowed to tamper
with the knowledge-base or rule-base during the course of a mission if he leams new facts or
develops new Inference rules? This may be technically possible with these new systems, but it
would mean that each system could be Individually evolved. Who would then have the authority to
declare the system accepta? There would seem to be a requirement for a Naval Organisation to
develop, maintain and evaluate developing knowledge and rles and to issue periodic updates to
these, In much the same way as Tactical Publications are developed and issued today.

Finally, the operational acceptance of intelligent systems is a difficult issue. A knowledge-
based system could be seen as being similar to human operator just out of basic training; needing
expetrence and on-the-job training to develop his skills. Would this imply a phased acceptance
procedure for these new systems, with assessment tests being applied over an increasingly

a "raw-recmir, immature system to sea have not been addressed, even though experience with
current, conventional command systems suggests that certain types of defiJencies quickly
alienate the user to the extent that several years may pass before faith In the system is established.
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4 3. How can the User Interface with such Intelligent systems be

designed?

Little Is known about the design of interfaces between experts and Intelligent systems
operating on real-time information. Issues of confidence and trust become Important because,
even though the system will allow the user to track its reasoning processes and can provide

justification of its conclusions, the Imescales within which responses are required may proscribe
the full use of this explanation feature during the stress of combat.Thls irmpies that the user will
need to develop his confidence In the reasoning component of the machine under simulated or

exercise conditions, before he will be able to accept its recommendations In more a realistic
setlng. This process may be similar to the way in which military officers already develop trust and
confidence in their human colleagues based upon assessments of their reliability, judgement and

*conviction during previously shared experiences.

In addition the user is likely to maintain his own Internal model of the scenario and may have
Information, not available to the system, which Is vital to the assessment of the tactical picture. We
need to explore mechanisms by which the user can interact with the machine's reasoning process
and override or enhance the evidence with his own endorsements or explanations. This is likely to
be extremely difficult if, as suggested above, the speed of modem warfare does not permit the
user enough time to engage in s dialogue with the machine as to why he knows that object X Is not
hostile when the machine thinks it is.

Problems In Crewetatlon Design.

In addition to the ises discussed above there is considerable Interest in the implications for
reduced manning resulMing from this new technology. Manpower represents a large proportion of
the cost of a fighting ship, despite the ever increasing cost of ship systems. As systems become
more complex, training becomes both more critical and costly. Current Naval operations rooms
employ between 20 and 40 personnel, depending upon the size and role of the ship. These
operators range from Able Seamen (Junior Rates) up to Senior Officers. Although they are divided
Into small teams with specifi responsibilities, such as sensor monitoring or weapon control, many
of these operators are engaged in actflves which correspond to the proposed technical functions
of data fusion, situation assessment and resource allocation. However, these activities do not
occur in a neat sequential way, they occur continually and cyclically, in several locations and
dispersed amongst various operators. The introduction of now technology will effectively automate
some of the lower level functions performed by the more junior operators but, although this may
reduce the manpower required, it will also have considerable impact upon task design, team
organisatlon, traning and career development. In addition, many of these operators have other
less operational jobs on-board such as ship husbandry, manning boat parties and damage control.

The problem of allocation of function between man and machine has been recognized but
has resisted rigorous solution for some thirty years. Job design and team organisation have
similarly made little progress. This Is probably because these issues are not simply stages in the
design proces but rather the design itself. The manipulation of trade-offs between conflicting
requimnents must be seen In the context of the through-life costs of the system and must
address the issues of additional training needs, recruitment and retention, job satisfaction and all
the other soclo-technicaf concepts which lack rigorous methods and procedures.

Current command teams on-board ships often adopt flexible working procedures. When one
operator appears to be overloaded another may close up and reduce his load by taking over certain
functilon. Teams are adjusted according to the duration and pace of particular tactical scenarios.
We do not, I beleve,have a sufficient understanding of how this dynamic task allocation process
occurs and should devote more effort to developing techniques both to model it and to evaluate
the alternalve solutions.
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Page 5

Conclusion.

The advent of knowledge based systems technology will offer considerable advantages In
the field of Naval command and control, although it raises, as was ever the case, significant
problems in Its Introduction. The technology demonstrator system under development at ARE
offers the opportunity to explore some of the fundamental issues raised by the technology. It is
hoped that the inherent flexibility of the technology, in the sense that it may enable a "rapid
prototyping approach", will allow new ideas to be introduced in an evolutionary way as experience
and feedback are gained from the use of the system in an operational environment.
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SUMMARY

The paper describes a ground based mission planning demonstrator system developed by
means of an IKBS workstation and discusses the evolution of the concept into an in-
flight planner. The concept of an Intelligent Displays Manager is then introduced
and the architecture of a model under development is described.

The relationships between Planner, Displays Manager and the man-machine interface
cast useful light on the problems and approaches inherent in realising an integrated
electronic crew member.

1 INTRODUCTION
Automated Mission Planning offers the potential for a greatly reduced pilot workload
and increases in the effectiveness of an aircraft. Intuitively, people will probably
agree with this; however, detailed knowledge of the structure of Mission Plans
allows support in another area. An Expert System with information on Mission Plans
is a cornerstone of the future interaction between crew members and the electronic
cockpit.

The Flight Automation Research Laboratory, FARL, of GEC Avionics have looked at
Expert Systems both in Automated Mission Planning and in crew-to-cockpit
interfacing. The Expert Systems are both workstation based prototypes or
demonstrators, but they show the feasibility, of both concepts. This paper will
briefly describe our work in this area, then it looks at the next step forward; in-
cockpit Expert Systems.

2 MISSION PLANNING

The Mission Planning work concentrates on one area; that of Long Range Ground
Interdiction. This area can be considered in many different ways depending upon
ones viewpoint. That is, Mission planning requires expertise from many different
areas. A list of possible experts for Long Range Ground Interdiction follows:

0 Threat avoidance 0 Tactics for several aircraft
0 Stealth 0 Tatics for weapons delivery
0 Waypolnt selection 0 Navigation

2.1 Route Plannine
Flight Planning, in the context of this work, is related to a pilot selecting a
route to a target on a Long Range Ground Interdiction mission. It is essentially a
Route Planning task, and it is a current NATO constraint that only 20 minutes are
allocated for this planning task.

The pilot selects a route from his home airfield; across friendly territory, over
the Forward Edge of Battle Area, FEBA; through hostile areas to the target. The
route then returns him over hostile territory; through friendly areas to a suitable
airfield. Each area of this route requires a pilot to plan in a different way, that
is, to use different expertise. The expertise can be divided into three areas: pre
FEBA; between the IP and target and the remaining route over hostile territory.

Nte The opinions In this paper are those of the authors an do flat necessarily represent those of

GEC Avionics Ltd.

44

L n m m~~~~~~~m n~ M nnmm m mmmi m l•I I



The route from the airfield to the target starts behind friendly territory and the
pilot selects a safe air corridor and flies from the airfield until he crosses the
FEBA.

When over the FEBA the aircraft flies a route between preselected landmarks called* waypoints. The waypoints are selected to provide a route that skirts around

threatened areas and minimises the chances of detection. The plan should also
provide a pilot with a route within his fuel and time limits!

Pilots use a point some 45 - 60 seconds before the target called a Target Initial
point or IP. This is used to provide an accurate run-in to the target in terms of
track and time. To achieve this pilots often overfly the IP. The route from the IP
to the target is straight and is often planned separately from the rest of the
route. This planning uses a larger scale map and much more detailed information
about landmarks in the vicinity of the target.

2.2 GEC Avionics' Route Planning Demonstrator

The Route Planning Aid Demonstrator, RPA, has concentrated on expertise in one of
the three areas of the route; the route over hostile territory. The RPA plans
routes from the FEBA to the IP, the return journey requires identical expertise.

The RPA selects visible waypoints that minimise the exposure to known threats in the
area. It uses the same skills as a navigator, or pilot would in selecting the
route.

The Route Planning Problem was split into two different expert systems. A Feature
Extraction Expert and a Route Planning Expert.

Although experts for planning have been investigated in many
different areas, planning is a word with very diverse meanings and it was not
possible to apply any existing planning techniques to this application.

As a demonstrator the Route Planning Expert shows the powerful capabilities of
relatively simple rule bases. The experts are composed of four sets of rules:
Waypoint Selection Rules, Search Control Rules, Selection Rules and Evaluation
Rules.

The RPA expert system is best described by a diagrammatic representation.

Search Rules. The search strategy uses diamond shaped search areas based on two
points. Initially the FEBA exit point and the IP (see fig 1).

The search strategy is recursive. The breakdown of the problem after the first
recursion can be seen by the three search diamonds in fig 1. The large diamond
shows the first search area and the two smaller diamonds the two next areas to be
searched.

Threat avoidance can be accomplished at the search level by modifying the search
diamond to avoid threats, see fig 2. At this stage the features are selected by the
Selection Rules.

Selection Rules. The Selection Rules are applied to the features returned by the
Search Rules. This ruleset is also responsible for threat avoidance and rejects any
features lying in a threatened area; features A and 8 in fig 1. It then applies
further rules to select the best of the remaining features.

Evaluation Rules. The final set of rules within the RPA are the Evaluation Rules.
These are the primitives of the RPA expert system and are used to "classify* the
features. These classifications are then used by the Selection Rules to select the
best feature and to determine whether a feature lies in a Ohreatened area.

Weypoint Selection Rules. The Feature Extraction Expert is an off-line program that
extracts Flight Planning features from a digital map database. The Feature
Extraction expert is resonsible for applying the Waypoint Selection Rules. This
information is then used as an Information Base by the Route Planning Expert. This
provides a very valuable way of pre-compiling information required by the RPA.
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After using the capabilitites of a Texas Instruments workstation to construct the
solution and develop a thorough understanding of the problem domain, the RPA was
successfuly re-implmented in Pascal on an IBM4-PC. This demonstrated the feastbilty
of a low cost solution that is both smaller and faster than the LISP implementation.

3 MISSION PLANS IN T1hE CREW TO ELECTRONIC COCKPIT INTERFACE
Intelligent Displays Management is the second area of in-cockpit IKBS that FARL have
addressed. This work has been carried out with the support of the Procurement
Executive, Ministry of Defence.

Even with the amount of avionic equipment in current aircraft, pilots have
difficulty coping with all the information. Their effectiveness as pilots and
controllers of the aircraft can be increased if some intelligence is used to present
the information to the pilot. One method, already mentioned, is to provide
intelligent systems within the aircraft The second area is in Intelligent
Displays Management.

An Intelligent Displays Manager can be considered as a filter to prevent the pilot
being overwhelmed with uneccessary information. This is increasingly important in
both civil and military applications. A familiar example is in system failures
where cascaded errors tend to drown a pilot in information. Knowledge of the
Mission Plan, required to filter information, can be used to anticipate a pilots
requests and needs. This will allow a future Intelligent Cockpit to reconfigure
displays and represent information in a more appropriate manner. The limitations of
general display formats will be removed and a whole new generation of displays can
be introduced.

Equally important is the intelligent control of user inputs. Here an Intelligent
Displays Manager can provide context sensitive controls over the interpretation of
pilot inputs. This can be useful in understanding the meaning of a single button on
the joystick, providing flexible softkeys or in assisting in the interpretation of
Direct Voice Input, DVI.

3.1 Intelligent Displays Management

For an Intelligent Displays Manager to be effective it must be able to model a
pilots mind] More precisely it must have the same knowledge of mission plans as a
pilot, eg "a waypoint is approaching so I will shortly be changing track".

In addition to the knowledge of Mission Plans the Intelligent Oisplays Manager must
have knowledge of what displayed information a pilot requires in each mission phase.
Other in-cockpit expert systems are similar; requiring knowledge of the the Mission
Plan and further domain specific knowledge. Fig 3 shows an expert system
architecture for a family of expert systems based on this approach.

The Protoype Intelligent Displays Manager is constructed with two experts. A
Displays Expert and and a State Expert. These can, in turn, be broken down further.
The State Xpert is composed of the following components:
Mission Expert - producing the global aircraft position in relation to the Mission
Plan and Goals.

Threat Expert - simplified in our Prototype, but consists of components for
Situation Assessment and Threat Response Tactics.

Aircraft State Expert - the orientation of the aircraft and health of the aircraft
systems.

In normal flying the Mission Expert provides most of the tapabilities of the State
Expert, but when the aircraft is threatened or has system failures the other experts
contribute.

4. IN-COCKPIT MISSION PLANNING

Man Machine Interface, MMI.
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The work on Route Planning has shown us the importance of the MMI and the need to
model and develop the user interface as early as possible. The physical interface
has a crucial impact on how an Expert System is used. This should be modelled
before the Expert System and continually developed hand-in-hand with the Expert
System.

When looking at our Route Planning Aid Expert System we noticed the dual role it
performs. This is also true of many other Expert Systems. The dual role is that of
an advisor and an Inline Autonomous Expert. An Autonomous Expert System produces
results that a pilot is informed of eg "Your route has been replanned, follow this
track". This is in the current domain of problems we are familiar with; explaining
an expert's Decisons. An advisor requires a more sophisticated interface. Ideally,
it should respond to a pilots "what ifs?" in the same way as a co-pilot or navigator
would. For example:

Pilot: What if we save time by flying through this storm cloud ?

Navigator: We will make up all our lost time, and we won't use up
any excess fuel.

It is the exchange of ideas and knowledge along these lines that prevents us with
the most exciting challenge.

5 IN-COCKPIT DISPLAYS MANAGEMENT

One of the most interesting things to come from the work on the Prototype
Intelligent Displays Manager is the partially symbiotic relationship between Expert
Systems such as Mission or Route Planners and an Intelligent Display Manager.

On the one hand, in-cockpit Expert Systems raise the level of communication from
simple data presentation and selection to the exchange of ideas, or knowledge. It
is extremely difficult to communicate this high order information, particularily in
the high stress and tight real time conditions of an aircraft cockpit. One way to
tackle this is with an Intelligent Displays Manager.

On the other hand, an Intelligent Displays Manager requires information about the
state of the pilot's mind. This requires inputs from other experts such as Situation
Asssors and Mission Planners. It is these same experts that were referred to in
section 2, where it was mentioned that their capabilities could be used to reduce a
pilots workload.

If we are going to have Expert Systems in the cockpit then we need an Intelligent
Displays Manager to make communication possible.

6 DISCUSSION PROVOCATION

We have described two necessary elements of the electronic crew member. We wish to
put to you questions which it seems to us need to be addressed when we come to their
integration into a cohesive man-machine interactive system.

Can we design the method of interaction such that the EC can infer pilot intentions
while at the same time reducing interaction workload?
The knowledge and intention exchanges between pilot and EC are going to represent a
link of which we have to demand the highest integrity. Do we know how to implement
cross-monitoring and reversion strategies?

t4i
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Voice Input/Output Applications in Helicopter-Cockpits

R. Schonbein, R. Hailer

Fraunhofer-Institut for Informations- und Datenverarbeitung (IITB)
Sebastian-Kneipp-Stral3e 12-14, D-7500 Karlsruhe 1, FRG

Summary

The workload of helicopter pilots can be characterized by high visual demands and
two continually busy hands. Analyzing the situation, some very critical tasks can be
found (especially in helicopters with only one pilot), where additional input facilities
and information channels are needed. It was experimentally tested in a helicopter
simulator which improvements can be achieved by integrating voice input, voice
output and speechfiling systems. Tasks like frequency selection for communication
channels, voice output for checklists and emergency procedures and speechfiling of
flightplans, weather data and pilots' notes were selected. Recognition results as well
as subjective evaluations show that the voice channel is a valuable addition to
existing communication forms, especially for helicopters with only one pilot. An
integration of voice systems with high acceptability, however, needs further
improvements of existing technology, which partially can be achieved by using more
intelligent" structures and procedures. Therefore the results are discussed under

special consideration of the improvements achieveable by adding "artificial
intelligence (Al) to the system.

1. Introduction

Workload in modern military aircrafts in critical phases often exceeds the pilots
capacity. Critical phases are those, where competitive manual and visual acttens
are required, like landing approaches or air-to-ground missions. This is even
more important in helicopters, because the control of additional degrees of
freedom requires the continuous use of both hands in phases of take-off,
landing or low level flying /1-4/. A possible solution is to shift some tasks to the
voice channel. The essential points for cockpit applications of voice input/output
(voice i/o) are:

. the possibility for simultaneous activity in manual and visual area,
* the voice characteristic as a natural, highly trained communication form, and
* the small amount of required instrumental area.

2. Experiments with voice input/output

Three functional areas for testing voice input/output were selected in
accordance with the Heeresfliegerwaffenschule BUckeburg /5/:

* frequency selection by voice input,
* voice controlled voice output for checklists and emergency procedures, and
* speech filing for flightplans, weather data or pilots' notes.
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The experimental system has been tested in a helicopter simulator. Noise back-
ground, movements and missions are equivalent to real flight tasks. The simu-
lator serves for instrumental flight training. Visual flight simulation is not possi-
ble. In addition to the simulator experiments, voice i/o has been tested in a real
helicopter, ready to start on airfield.

2.1 Frequency selection by voice input

Actual frequency selection in helicopters is done by turning rotary switches at
the middle console for each digit (or digit group). Switching attention to this
console combined with the pilots movement may lead to critical flight situations.
Therefore frequency selection by voice input could improve pilots' safety. Instead
of setting digits for a specified frequency the pilot has to speak the name of the
radio station. These names often are easier to remember than the corresponding
frequencies. (Manual frequency adjustment by switches as a backup solution is
possible, too.)
Eight pilots took part in the experiments. Each pilot had to set up 92 frequencies.
When the system rejects the input or shows a recognition error, pilots had order
to repeat the utterance once. Table I shows the recognition rate mean values.
Frequency selection by voice was evaluated to be very positive and a realization
would be welcomed by the pilots.

Recognition rate correctly rejected recognition
in % recognized utterances errors

in quiet
environment 94.7 2.1 3.2

- 58 db(A)

with
helicopter 92.9 5.2 4

noise

with helicopter noise
and 90.2 8.1 1.7

flight mission

on airfield 92.4 3.8 3.8
(only 1 pilot) 92.4

Table 1

One problem, however, is the number of recognition errors, which is not
tremendously high, but must be handled by the pilot in such a way that his
workload usually is decreased by using voice, but highly increased in the case of
rejection or substitution of commands.

2.2 Voice controlled voice output for checklists and emergency procedures

Checklists and emergency procedures in helicopters are available in small book-
lets. They must be processed in the given sequence. Especially for emergency
procedures during flight mission manual handling of the booklet increases the
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actual danger. Using voice controlled voice output for checklists and emergency
procedures can avoid this.

Five emergency procedures and six checklists were selected for the test. By
speaking the name of the emergency procedure or checklist the procedure or
checklist is selected and reported back by voice output (see Table 2). Using the
voice commands "Okay', "Affirm", "Last item" or "Go back' the pilots could
control the voice output.

Pilot System

Main generator failure
Main generator failure

Okay Circuit breakers-

check in

Okay
Main generator reset -
then on

Table 2

After the tests pilots rated the realizing pf voice controlled voice output
positively for this application. A "ready for use" installation yet must allow a
more flexible handling of the sequential procedures, e.g. the confirmation of
each checklist point should be avoided. Also some switches are located close
together and when reading a written checklist, pilots group items and control
the corresponding switches all together. Such an adaptation of checklists text
and procedure is required.

2.3 Speech filing for flight plans, weather data and pilots' notes

At present pilots use a writing pad, which is fixed at their upper thigh, to record
via radio transmission ordered frequencies, headings, heights, speeds, air
pressures etc. or to record observed targets data. Handling of this writing pad
may result in critical flight situations. Using audio tapes to record and replay the
notes is not adequate (mechanical faults, only sequential handling). Therefore a
RAM-storage device for voice recording was tested. Three different storage areas
for altogether three minutes of speech were available in the experiments,
Recording is started by voice command. The commands "Speicher Alpha', "Spei-
cher Bravo" and "Speicher Charlie" select the corresponding storage and the
following message is stored until the pilot releases the microphone button. By
the voice commands "Notiz Alpha", "Notiz Bravo" and "Notiz Charlie" the stor-
ed speech is replayed. A repeated use of the storing command deletes the
previously stored note.
Handling of the "voice note system" has been shown as easy but pilots need time
to get accustomed with it. The "voice notebook" has been used for storing the
always necessary repetition of radio messages or short keywords as a reminder
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for some later examination. Even with the offered three different storage areas,
the sequentiall recall of stored information was sometimes boring for the pilots,
because they were only interested in the stored weather data but not in
frequency., flihtplan or other stored data.
A more "intelligent" system would be able to digitize the incoming notes and to
parse them in accordance to certain keywords . Weather data may be divided
into wind heading, -speed etc., clearances for the further flight pathes could be
divided similarly. The system may then store the data in special storage areas,
which are replayed via voice output, if the pilot uses the corresponding
commands ("windheading*, etc.).

3. Organizational aspects of interactions using voice input/output

Besides the overall positively evaluated use of voice input as well as voice output
in the helicopter simulator necessary improvements for reaching a stage of
practical applicability were indicated.

The "problem areas" indicated are:

e error handling in voice input
* flexibility in logical structure of interaction
* adaptation to situational context

3.1 Error handling

Nowadays voice recognition systems evaluate voice utterances without any
reference to previously spoken commands. For example, the substitution
between "Munchen Tower' and "Minden Tower' could be avoided, if the
system were connected with other helicopter components and therefore knew
the helicopter's actual position. With additional knowledge about frequency
ranges and competences the system would be aware that contacting 'Munchen
Tower" would be neither possible nor useful in a position near Minden. A
knowledge base about pilots' last actions as well as available flight data can
improve voice input to speech understanding. As a first step a flexible syntax and
a semantic net of the used vocabulary could improve voice recognition results.-

3.2 Flexibility

The coordination of simultaneous tasks, e.g. with both hands, is highly trained.
The voice channel for radio commands is treated totally independent. When
including voice i/o as normal communication channel, on the one hand the pilots
must be aware of the logical structure of the interactions (priorities, state-
transactions) and on the other hand the flexibility must not be reduced.
In the experimental system an additional knob located on the control stick was
used for activating voice control to separate from radio communication. By
pressing this button a possibly active voice output was stopped.
This selection of priorities may not be adequate for some situations where a
more flexible switching between emergency procedures and radio channels is
needed.
For more flexible structures of interaction forms a rule base is necessary which
can decide on situational context which priorities are adequate.
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3.3 Situational context

A received radio message always has to be repeated by the pilot. Speech filing
(improved by word parsing) could be activated automatically when the pilot
starts the repetition. Another example where situational knowledge can be used
was given above for error reduction in voice recognition. Even for handling
emergency procedures knowledge about the actual flight situation can be used
to shorten the procedure, speed up or slow down voice output or acceptable
pilots' reaction times.

4. Conclusion

, Voice i/o has been shown to be a valuable addition to man-machine
communication in helicopter applications. For development of a "ready to use'-
system certain problems have to be solved. Some ideas have been presented how
more "intelligent' systems including knowledge concerning the actual
helicopter situation, helicopter construction data, dialogue history and special
knowledge, e.g. about frequencies can improve overall system behaviour.
Supported by this knowledge voice i/o could be integrated in helicopters and
would be a contribution for pilots' safety.
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THE NEED FOR PROTOTWZNG IN THE DEVELOP NT

OF FUTURE COCKPITS

A.J. HULNE
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Richmond Rd, Kingston-upon-Thames, Surrey.

INTRODUCTION

It is recognised that the fighter pilot of today is overloaded in the

amount, complexity and diversity of information he has to assimilate and

act upon, often under critical time constraints. He acts as an integrator

of information from the separate aircraft systems to build mental pictures

of the state of his aircraft and the tactical situation. The addition of

more inputs from sensors, tactical communication links and greater

sophistication of weapons and other systems, threatens to overvhelm the

pilot.

There is much publicity about the potential advantages offered by new

cockpit technologies providing 'virtual' or 'panoramic' displays. The

suggestion is that these will improve the pilot's situation awareness, or

perhaps more accurately his perception of his situation. An improvement in

the pilot's perceptual tasks will not necessarily lead to an improvement in

the pilot's cognitive task loading. It is believed that the form of

display medium is of only minor significance, when compared to the

automation strategies adopted in the design of the avionic system. It is

possible that an increase in the sophistication of the system may actually

make matters worse for the pilot in terms of the imposed cognitive load.

This is why the approach taken must properly address the question of

automation and the provision of a flexible allocation of function.
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Furthermore, to suggest that improvements in the pilot's situation
awareness will be dependent on new display technology, is to ignore the

possibility of updating not only the aircraft currently in service but

those expected in the next 5 - 10 years, which vill not be able to benefit

from such technologies. There are potentially many improvements that could

be made vithout completely gutting and refitting the cockpit.

In both the short and long term therefore, effort needs to be directed

tovards avionic system design driven by the actual needs of the pilot. The

emphasis should be on ensuring that the pilot is provided with the right

information, in the right form, at the right time, and that the right tasks

are automated.

APPROACH

A three pronged approach is required. Ve must first get a framevork

for the identification of pilot needs. Liaison with experienced pilots

should provide the necessary first step. At this stage it is important

that discussions centre upon specific missions and specific classes of

problems experienced by aircrev, so that effort can be directed towards

specific problem areas. It would be all too easy to embark upon a lengthy

programme of work to automate functions for vhich there are obvious

engineering solutions but vhich do not really help the pilot.

In parallel to this ve must develop a metric of situation avareness,

so that prospective improvements can be objectively assessed. It will be

noted that vhilst the requirement to maintain awareness of the changing

situation has become a major design objective (Taylor, 1987) a universal

definition of what situation assessment is, let alone a validated metric,

does not yet exist. Nonetheless progress is being made, and within the

near future such metrics should be in use at a number of establishments.
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But perhaps the most important aspect for the future, is the emerging

workstation technology being provided by the likes of SUN, SYMBOLICS,

SILICON GRAPHICS and TEXAS INSTRUMENTS. The impact of these will be

considerable, since the time cycle for creating prototypes of quite complex

systems is of an order shorter than vith the previous generation of

equipment. Moreover the time taken to implement or amend control

relationships or complex display suites can be very rapid indeed. As a

consequence the emphasis can move away from some of the more esoteric

modelling activities associated with predicting pilot performance, and

concentrate upon a more pragmatic approach whereby the efficacy of a number

of potential control and display strategies can be quickly ascertained.

Thus the approach must be one in which the central activity is geared

to the generation of a series of prototypes, driven by a set of goals

derived from current problems, and supported by evaluation using a suitable

metric of situation awareness.

PROBLEMS WITH AUTOMATION

The provision of a flexible automation strategy has long been

recognised as an important goal for system designers, most recently

referred to by Lind (1988). The potential benefits are obvious. In times

of high stress the pilot should be able to sit back and let the system

handle the majority of the functions, leaving him time to make effective

executive decisions. At other times he should have access to whatever

level of control he feels to be appropriate. The latter is important if a

loss of pilot skill is to be avoided and if he is to develop a thorough

understanding of the system and to have a high degree of confidence in it.

Prototyping will allow the exploration of such strategies.

Whilst the identification of current pilot problems provides an

important starting point, real progress can only come from pilot

interaction vith a system in a real time environment. In this respect

prototyping satisfies a number of objectives. It enables one to test

control strategies and improve them, it helps to ellicit information on

less obvious pilot skills suitable for support by automation and it helps

to identify nev automation requirements.
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Page 4

PROTOTYPE DEVELOPMENT

The major problem facing someone hoping to develop a prototype of a
modern avionics system and the environment in which It and the aircraft

will operate, is the complexity of the situation. A method for overcoming

the more onerous time consuming aspects of this is currently under

investigation. Figure I summarizes a potential configuration.
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Page 5

Such a system would have three functional areas; one providing a basic

simulation of a mission scenario and of a very elementary avionic system,

one providing a reconfigurable cockpit and the third providing a Cockpit

Manager Emulator. The concept is that a pilot flies a mission from a

simple cockpit, vhilst behind the scenes an operator (or possibly a team of

'experts') manipulate the scenario from another workstation. A series of

manipulation rules associated with each class of parameter being changed,

helps the operator to get an appreciation of how the parameter might be

interpreted by the avionics system at a particular range or in a particular

jamming environment.

He is then in a position to evaluate the potential of a variety of

routes or other actions, based upon either a knowledge of what is actually

happening or of what is perceived to be happening by the avionic systems.

The operator then judges from the situation the importance of this

particular piece of information and decides whether the pilot should be

informed, or if some action should be taken. For example, it could be of

low priority and hence for 'information only'. Alternatively, he could

decide that a particular course of action should be recommended to the

pilot. Finally he may decide that the time available is such that the

c-ckpit manager should take over and merely advise the pilot of the action

taken.

Alternatively, the operator can respond either to demands made by the

pilot of his cockpit manager or by observing the pilot's current situation,

and then by following the procedure outlined above (ie inform, recommend or

implement).

The prototyping activity thus concentrates upon identifying the

decisions and actions to be made by the pilot and upon the decisions and

actions that could be taken by the avionic system. Vhilst a significant

effort will be required to provide the cockpit facility, this could no

longer be regarded as the core of the system. This nov shifts to the

development of the Cockpit Manager Emulator, and rules and information

ellicited during its development.
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CONCLUSION

It is expected that this type of prototyping activity will yield

important information as to the efficacy of a variety of proposed

automation strategies and also of types of interfaces that will be required

and of the sort of skills that will be required to operate such systems.

It is believed that more will be learnt from the development of the Cockpit

Manager Emulator than will emerge from developments of the reconfigurable

cockpit. The exercise will be an important stage in the generation of

future requirements for avionic system design.
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Summary

Rapid coordination of activities requires efficient communication of information,
requiring a prediction and validation of assumed versus actual information needs.
The problem is to predict what will be needed next in supporting a dynamically
fluctuating task stream. This is a scheduling problem not only faced by pilots
but by designers of real-time operating systems software. Techniques being
developed to control resources in multi-processor distributed avionics systems
appear useful for modeling pilot task management strategies and decision making.
Proposed strategies for resource allocation and load alleviation are presented,
along with the measures used to evaluate performance. Information analysis and
representation methods are reviewed as ways to capture task demands In terms of
implied resource requirements. Limitations in these techniques for building and
validating models congruent with pilot's perceptions of the air battle situation
are addressed. This paper also reviews how metrics, criteria conflicts, and
performance prediction methods are used in computer science, proposing suitable
analogs that might be used to monitor, measure, and predict pilot performance
on-line. Development of such modeling and validation methods is essential for
expert systems to anticipate and adart intelligently to changing pilot needs for
information.

1. INTRODUCTION

Artificial intelligence (AI) embedded in an expert system (ES) can provide a
pilot's associate or electronics crewmember (EC) of varying utility. To be most
useful, the EC must anticipate the pilot's need for help, presenting only what is
useful and only when needed. That requires predictive anticipation of pilot
actions. To anticipate what comes next, the EC will need to model and predict
the pilot's behavior. To predict accurately, the EC must validate its model of
the pilot on-line and adapt accordingly.

1.1 The Validation Problem

The psychological theory of tests and measurements proposes three basic kinds of
validity: context, construct, and criterion. Context validity deals with
whether sample test items cover the phenomenon under test. Construct validity
checks for consistency between the phenomenon tested and the character of the
test items. Criterion-related validity compares test-based predictions against
observed, measured behavior. Criterion validity suffers if measures are not
reliable or if construct and context validity are weak. In all cases, the
measure used to quantify the degree of validity is the Pearson product moment
correlation coefficient, or in some cases, its non-parametric counterparts (e.g.,
Spearman Rho).

These methods fall short on two counts: (1) they are global measures, and (2)
they require ordinal or interval measures of all viriables. Validation of
operator activities in an on-line, dynamic environment requires a new approach:
one more sensitive to discrete variables and nearly continuous monitoring of

selected variables to detect almost instantaneously certain critical changes in

state (of the environment, the system, and the operator). Moreover, these

validation methods need to be robust and insensitive to certain kinds of missing
data. Not everything the pilot does will be measurable. Models of cognitive
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processes are only indirectly testable in terms of observable behavioralconsequences, since the processes themselves are inherently non-observable
directly.

1.2 An Analogy: Multitask Operating Systems (KTOS) and Distributed System

Software for computers embedded in advanced aircraft avionics system have an
executive. The executive software that controls these airborne computers must
handle the scheduling, resource allocation, and management functions that service
unpredictable inputs and produce required outputs within specified time frames.
Many of the performance requirements imposed on real-time executives or operating
system in distributed, multi-task processing environments are similar to the
requirements pilots face as cockpit managers. (Chubb, et al, 1987.) Moreover, Ar
concepts (such as daemons) were first implemented in operating system software.

Real-time computing systems are systems which must interact with their
environment under precise timing constraints. The timing constraints require
that the system recognize an external event, perform required computational
tasks, and emit data or control signals within sufficient time to affect the
environment. The tasks which characterize embedded real-time computer systems
applications can be categorized as follows: (1) hard real-time tasks which must
complete each processing request within a specified deadline or a catastrophic
system failure will occur; (2) soft real-time tasks which do not cause a
catastrophic system failure if their deadlines are not met, but the value of the
results decrease as a function of the time after the deadline; and (3) tasks
which are not time-critical and therefore do not have an associated deadline for
completion.

A hard real-time system is a system that contains any hard real-time task.
Examples of hard real-time systems include digital avionics, industrial process
control, coaand and control, and flight control systems. The system executive
is responsible for allocating available system resources (sensors, processors,
actuators) such that all hard real-time tasks meet their deadlines; the
degradation of overall system is minimized by failure of soft real-time tasks to
meet their deadlines; and maximize the value of the non time-critical tasks
completed. The executive must also satisfy all sequencing requirements of the
task set and develop a schedule for each resource even when not all tasks are
known a priori. Typically, the resources available are very scarce; satisfactory
allocation solutions are not easily attainable; and reallocation must frequently
consider concurrent actions by many of the system elements to complete the
required processing.

1.3 Relevance: MTOS Behavior Analysis Methods

Task scheduling has been studied extensively for both computer and operations
research applications. (Casavant and Kuhl, 1988; Cheng, et al, 1987; French,
1986.) T, basic concepts of resource allocation transcend the specific
application. However, the specifics of task scheduling environments dictate the
particular techniques which have the most direct application. Comprehensive
summaries of different facets of task scheduling as related to computer systems
include distributed processor scheduling of hard real-time tasks. (Cheng, et al,
1987.)

The allocation of resources in most application environments is a computationally
intensive process. Many such problem are in fact NP-complete. (Papadimitriou
and Steiglitz, 1982.) The more complex the system (in terms of numbers of
resources to be allocated), interdependence of tasks, and operational performance
constraints, the more difficult the scheduling problem. Invariably there arises
a conflict in terms of resource availability and the stated system performance
metrics, which further increases the complexity of the problem. Furthermore, the
performance metrics used often represent conflicting goals and their relative
importance Is application dependent.
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The performance of a task scheduling algorithm for hard real-time systems must be
evaluated not only in terms of satisfaction of precedence and timing constraints,
but also in terms of the degree to which the schedule enhances the
fault-tolerance of the system's architecture and the use of the system's
resources. For example, an algorithm which tends to schedule successor tasks on
processors different from the predecessor task may needlessly increase the load
on the shared system communication mechanism and at the same time decrease the
system's reliability by adding another potential failure point for that task set.
The conflict between the distribution of tasks among the processors in order to
achieve a balanced load at the expense of increased conmunications load must also
be resolved in light of the system's reliability.

1.4 Limitations of the Analogy and Reasonable Expectations

The design and implementation of verifiable scheduling algorithms for real-time
distributed systems is a topic of extensive on-going research which has yet to be
satisfactorily solved. Yet successful development of an electronic crewmember
depends upon validation of the pilot model and must be addressed. Avionics
software also requires verification and validation prior to deloyment.

Because there seems to be a close correspondence between human cognitive proces-
ses and MTOS design, the procedures and techniques used to verify and validate
such software may provide insight on possible techniques for on-line validation
of pilot models. The concept is to model human cognition as if it were an MTOS
and then examine how that model might be validated from on-line monitoring of
behavior.

2. THE CHARACTER OF THE COGNITIVE MODEL VALIDATION PROBLEM

Imagine a computer like the Digital Equipment Corporation (DEC) model POP-Il.
This computer could be used many ways. It has been used in a variety of
real-time applications.

There were two commonly available operating systems for this machine: RT-11 and
RSX-11. Either could control the machine and handle real-time processing.
However, internally they were designed differently and therefore behaved differ-
ently inside the POP-il. However, casual observation of the external behavior of
the POP-11 would rarely reveal whether RT-11 or RSX-lI was in control.

The analogy to the pilot is quite simple. Each pilot comes with the same
anatomical design, but each Individual has similar but different cognitive
processing behaviors (one's own MTOS) that have been learned. From observed
behavior, one can sometimes infer that there must be a difference between
cognitive processing used by one individual versus another, but reasons for the
differences cannot be experimentally confirmed. One cannot directly manipulate
the cognitive processes but only the inputs to those processes.

Moreover, it is not possible to ascertain from simple stimulus response analysis
the situation perceived by the human operator at a given instance of time; and
yet, this assessment of the situation is a critical element of an EC and the
associated pilot model, as will be discussed in section 3.

Consequently, studying cognitive behavior from the perspective of stimulus
response psychology will not uncover the underlying cognitive processes anymore
than studying computer inputs and outputs will reveal MTOS design. Also, perfect
knowledge of neuroanatomy Is no more useful than knowing the hardware design of
the POP-11. Such circuit Information cannot reveal thi design differences
between RT-11 and RSX-11.

On the other hand, because we know the design differences between RT-11 and
RSX-11, it is possible to analyze their behavior differences and postulate where
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their respective behaviors will be distinctly different versus indistinguishable.
By analogy, postulating various MTOS designs as hypothetical constructs of
cognitive processing, one has a basis for postulating testable differences in~human behavior.

By progressive refinement and testing, one may then find a suitable set of NTOS
models which behave equivalent to human(s). That does not mean humans in fact
operate as the MTOS suggests. It only means the EC can use a model that is
equivalent in the context of interest: predicting what pilots may do next. It
is unlikely that one model will fit all situations. For example, in some situa-
tions the individual might behave more like RT-11 and in other cases more like
RSX-11. Then the EC needs on-line tests that will discern the situation and
switch to the most appropriate model.

3. CLASSES OF MODELS: LAYERING

Actually, three classes of dynamic models are required and they assume a fourth
static model. First, there has to be a model of the environment. This consti-
tutes a situation awareness model. Second, there needs to be a set of procedural
models describing executable activities. Third, there needs to be the MTOS
model. This model buffers the events generated by the actual environment,
updates the situation awareness model, and on the basis of reasonable inferences
alters the scheduling and implementation of executable activities. The fourth
model is the intent structure or knowledge base that is drawn upon by MTOS to
bridge the gap between situational awareness and the selection of appropriate
procedures.

From these, one can generate a fifth model: the data describing actual real-time
behavior of the three dynamic models, conditional on the static intent structure.
(Clearly, the intent structure may be updated and modified based on combat
experience, but in any one scenario, the total structure should remain static
since it defines a set of goals, their priorities, and rules for resolving
conflicts). This fifth model is the basis for validating the MTOS model: it is
the documented set of observations of man-machine behavior (not all aspects of
behavior are totally capturable, hence observations only model behavior).

4. VALIDATION ANALYSIS

In IV&V, testing requirements are defined top-down, and implemented bottom-up.
The MTOS design can be described in a top-down fashion using a Structured Analy-
sis and Design Technique (SAOTO). At the lowest level, MTOS eventually passes
control to other processes: these are the procedural models that execute in
response to environmental events (stimuli) subject to MTOS control (Ala the
defined intent structure).

The activity switch points occur in time, represent a state transition (from A to
B), and require a particular resource (eyes, hand, voice, etc.). To be valid,
the MTOS must generate similar patterns of state transitions in comparable time
periods. Comparability is the issue. A distinction must be made between syn-
chronous/asynchronous and hard versus soft timing requirements.

Synchronous events are those where two or more events shiuld occur at the same
time. That timing requirement may be either hard or soft. Clearly, scheduling
hard synchronous events in a dynamic real-time environment is challenging. But
these are key points where the MTOS must match pilot behavior to be a valid
model. For soft or asynchronous events, greater varidtion in behavior can be
allowed without invalidating the MTOS model as suitably predictive.

@SAT is a Trademark of SofTech, Inc.
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4.1 Uncertainties

Since the MTOS lives between two models (procedural and situational) while
depending on a third (intentional), its validation rests on first validating the
other three models. If the MTOS model's behavior fails to correspond to observed
pilot actions, one can either infer the MTOS can be improved or one of the other
models my also be invalid. Within the MTOS, there are two major sources for
error: 1) the nature and relationships among incorporated processes, or 2) the
control structure that governs the switching among processes internal to the
MTOS. Again, the data will not be diagnostic, but experimentation with the MTOS
architecture can produce variations which may better match observed behavior
patterns.

4.2 Other Considerations

Links also need to be made to flight test efforts: research and development test
and evaluation (ROTIE), its operational equivalent (OT&E), and subsequent spe-
cialized test program. The only way to integrate these results though is to
have developed a descriptive model of the decomposition of performance require-
ments into the set of testable behaviors that are measurable in the airborne
versus ground environments.

On-line validation of the pilot model requires continual comparison of predicted
and actual pilot behavior. The EC must anticipate pilot actions based upon its
assessment of the environment (which may differ significantly from the pilots'
perceptions), the Intent Structure, and the Procedural Models. In addition, the
model must account for all possible actions which might be taken by a pilot from
a given state, and respond within a time frame which is compatible with
'real-time' requirements. Furthermore, the EC must be able to respond
appropriately to predict pilot behavior when degraded performance occurs due to
injury or the effects of a chemical, biological, or nuclear environment.
Adequate test and model development are not possible to handle all contingencies.
The spectrum of possible responses is too large to test adequately such that
system failure is precluded. The scope of such test requirements exceeds even
those of a complex software system.

Existing techniques appear to offer little hope of validating on-line models.
They have not been successfully applied to the much less complex environment of
MTOS and distributed computing. However, an alternative to a completely
validated system is a system which can rapidly adapt to a "new" unknown stimulus
response set. Maturation of neural-network technology may provide the required
capabilities to make the electronic crewmember a reality.
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INTRODUCTION

A decision under uncertainty can be defined as a decision where there is more than one decision option
with a probability of success of greater than zero, and the probabilities and utilities of the outcomes can

not, a prk, be definitely known. Thus a decision support system can be defined a an external men
of reducing the uncertainty associated with a given decision, thus facilitating the decision makeres
behaviour. Since probabilistic judgement Is Implicit in any decision under uncertainty, this paper sets
out to explore the use of overt, system-generated probability estimates as an Interface methodology
for future decision support system design. An attempt is made to develop, from initial experimental
work, an understanding of the Information Processing involved In the use of such Infr.vation and to
tentatively examine the Implications of such 'processe for the Electronic Crewmem.- concept.

Many potential advantages and applications of Intelligent Decision Support In the m~ikary enviroment
have been documented ( 1, 21.Some of the particular Implications for the single-sat high performance
aircraft cockpit are described by [ 31 . They discuss the use of uncertain data by the EC and describe
two possible approaches by the EC to using that data. Firstly, the EC could represent the uncertainty to
the pilot e.g. by probability 'tags' thus allowing the pilot to resolve the uncertainty, or secondly the EC
could eolve the uncertainty, using for example Rules Of Engagement, thus reducing the decision
workload on the pilot The danger In removing the pilot from the decision proces is that awareness of
the situation can be lost, resulting In Inappropriate behaviour later in the mission. For this reason, the
present study has focussed on attempting to ascertain the usefulness of providing enhanced, explicit
probability information to the pilot in the form of probability labels for each decision option. The aim of
the research is to attempt to clarify the extent to which the provision of such Information can produce a
performance benefit for the decision maker, and to try to spot any potential disadvantages with its use.

The use, and misuse, of probabilistic information by its Heuristical rather than Statistical
application by human decision makers is well documented (see ( 4] for an overview). It has been
suggested that people do not use statistical probability estimates rationally, and that Rule-Of-Thumb
interpretatlons can lead to fallacious judgements. The external-validity of thes findings have been
qneried. however, by [ $1, who suggest that real-world heuristic decisions are more rational than
laboratory studies might Indicate. The types of decisions used, whilst being easy to control
experimentally, have tended to be either simplistic; unrealistic; abstract; or unfamiliar. To this end,
the present study used 'rea' motoring navigation decisions In a pasudo-dynamic context to try to
preserve both external and ecological validity sufficiently to be able 'to generalise any results to the
applied aviation context. Thus the tasks were designed to map onto subjects' existing knowledge
structuree so as to enable a meaningful judgemental decision to be made on them. The need to Inculcate
trust In the system-generated probabilities was considered important to facilitate their use [ 6]. For
this reason subjects were Instructed that the computer would not deliberately 'Ne" to them and would
always generate its • beet gueWs or nothing at all. This was reinforced by probability labels always
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being allocated to twr oret option.
It was hoped to demonstate by this initial experiment, that the provision of ysem generated

probability labels to decision makers will help them to make their decision more quickly where

uncerainty Is reduced, without proving to have penalties on memory for the decision, themselves. The

tactical importance of maintaining awerienes of the decision environments Is likely to be important and

thus memory for previous decisions wN be necessary to preserve the ig Picture'. Thus a trade off

between Response Time (RT) and relevant memory details would potentially be of little use to the

operator.

SCENARIOS

An example of the scenarios used s given below. Each one comprised a problem ap containing the

demand criteria which the decision had to meet. This was presented as a paragraph of text which was

presented before the decision options. This was not time depenident andthe Wjeft called up the options
when ready. Three options were given for each scno and were presented with or without probability
lals. Each option contained three pieces of Information : a nameldentifying label not contingent to the

decision; and two pieces of related information contingent to the decision criteria. For each scenario the

options were designed such that there we one option which fully satisfied the crtria (Probable Opt.);

one which contained Insufficient information to meet the criteria but did not contradict them (Possible

OpLt); and one which clearly contradicted the criteria (Impossible Opt.). The highest probabilty estimate

was always given to the Probable option and the lowest to the Impossible option.

FXAMPtF 9OFNARIQ (text in parenthesis was not displayed)

You approach a roundabout at the edge of town. The roundabout has three exits slgnposed A31,
A315, B3158 respectively. You cannot remember which road to take, but remember thaL on your
previous visit last winter, that there was a tree on the comer of the correct road which was
completely bare of leaves. You examine the tunofa bearing in mind that any tee may have been
cut down since your last visit. (Decision Problem Spece)

(1) A31 -Newly pn:td sapling - p-25% (Posile op.)
(2)A315 -Mat" ulInet V p. 0% (mIoesbleOPt.)
(3) 83155 - Mature Oak ree . p- 75% (Probable Opt)

lMET"HOD

The variables Investigated In this study were:

(a) The presence/absence of probability information i.e. whether probability labels were attached

to the decision options to attempt to reduce the uncertainty experienced by fhe decision maker.

(b) the clartylambigulty of such Information I.e. whether the difference between the probabilly

labels clearly Indicated one option as being preferable e.g. 75125/0 %; or were unclear e.g.

3&/32 % where the differences between options were small, so as not to clearly Indicate one

option a being corect
External variables were controlled for by matching (as far as possbie without interfering with

meaning) the information content and length of scenaros and decision options. Any remaining

variation wee bianced by a Latin Square design.

Three performance measures were taken in the experiment. Reeotton/Deilsion Tims (RT's)

were taken to attempt to identify the amount of processing occurring under the different
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experimental conditions. A memory lest (given 5 minutes after finishing the scenaros) was used to
attemt to ~ag the amount of Information which had been stored in Long Term Memory (LTU)
under each condition. Rehearsal was prevented during the delay by the use of a numerical disractor
taski. Since memory encodfing is dependent on the amount of processing each piece of information
receives, this second measure can also be takn as an Indicator of the Information Processing
demand changes induced by the experimental variables. A Confidence rating was also taken to
examine the subjects' subjctie responses to the probability labels.

RESULTS
Table I (below) shows a summary of the results obtained from this study. The totals summed

across the twelve subjects are shown, together with their means in parenthesis. It can be seen that
response times were significantly faster (pcO.01) when clear Probability information (Pt) was
given than In either of the other two conditions, with the ambiguous PI producing clearly he
slowest times. This Implies that the process"n required from subjets is reduced by providing the
additional source of Information and thus removing, part at least, of their uncertainty. The
confidence values attributed to the Clear Pt condition were significantly higher (pcO.01) than for
the other two groups. Thus the provision of the extra information appeared to make subfects more
confident in their decisions Again, this Is likely to be by a reduction in the uncertainty inherent in
the decision. This Interpretation is substantiated by a correlation of 0.938 (p.C0.0O1) between the
RT and Confidence valiues thus Implying the same source of variance Is likely to be causing bothI, effects. The memory scores show a main effect of PI type (pcO.00S) with scores being lowest for
the clear PI condition. It can be senfrom the scores for each option, however, that the majority of
this variance Is accounted for by the reduced Impossible option scores. This implies that any
reduction In the processing of the information is occurring within this option. When read in
conjunction with the AT values, this can be taken to indicate that reduced processing was necessary

to reject the Impossible option.

CLEAR AMBIGUOUS No
PROD INFO. PROB.INFO PROD.INFO

RESPONSE
TIMES (3) 12.47 (1.04) 16.01 (1.33) 14.92(1.24)

RATFIDNS 15.54 (1.30) 13.29 (1.11) 13.65 (1.14)

w F ABL 76(3.17) 79(329) S0(3.335)
* OPTION ______ ___

Po se 60(2.50) 60(2.50) 7Z3(3.04)s OPTN ____ ____ _ _ _

V OP IO U 3601.50) 60(2.50) 60(2.50)
Z'_____________________ ____________

1&ILI11 I showing Mhe total scores across subjets (mean scores are In parenthesis) on each
j measure for each probability condition. Memory scores are shown for each option category.
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DISC USIONII

Thus it can be seen from these results that a performance gain is achieved by the provision of

unambiguous probabilistic information to the decision maker, without any detriment to his memory

for the relevant decision options. This gain appears to be the result of the reduced uncertainty

associated with the decision when the ert-' source of information is given, as implied by both the

faster response times and the increased :&vea of confidence reported in the decisions. The lower

memory scores for the Impossible option when Clear P is given imply that a saving is made on the

amount of information needing to be processed before a decision is made by facilitating the
rejection of this option. No significant memory interference is found with the other options, thus

implying that processing of them Je not largely affected. There is an Increase in the response times
when the PI is ambiguous, as competed to the No PI condition, but no significant difference in the

memory scores. This would imply that an initial attempt is being made to use the PI, but when this

proves unsuccesful (because of the unclear nature of the information) then processing is carried out

as if no PI were available. This pattern of results would tend to suggest a Hypothesis

acceptance/rejection model of the decision process, whereby the probability labels are being used

to generate an initia hypothesis as to which option IS correct, perhaps obviating the need to

generate a subjective probability estimate. The options are then checked against this, with

subjective expected utilities (or equivalent) being calculated, until a criterion for acceptance or

rejection for each option is reached. Where the PI is clear, then Re's are faster by providing a

hypothesis which primes the zerO probabity option to be rejected. Where the Pf is unclear, then no

meaningful hypothesis can be generated and the PI information is discarded. Describing this process

in terms of Neural Networks ( T1. it could be argued that the Clear Pf will excite nodes on the two

pathways correnpondng to the Possible and Probable options whilst inhibiting the pathway for the

Impossible option. Thus the response options available will be effectively reduced to two, thus

facilitating the choice of the correct option. Where the PI is unclear, each pathway will be excited

almost equally by the label%, thus providing little or no assistance to the decision maker. Such a

model can only be advanced tentatively from this single set of results, but may provide a

framework for future research.

Thus although this experiment only goe a very small way towards describing the processes

involved In decision making under uncertainty and the effect of the explicit PI tags on those

decisions, some conclusions can nonetheless be drawn. The possible advantages to be accrued from

the use of these isbeis in the PIIotMEC context are twofold, when these estimates clearty separate

between options. with both speed of response and confidence increasing. A third benefit could be

said to be the reduction in the memory for irrelevant options, thus reducing the memory demands

on the ploL There are, however, many questions still to be answered before the use of Pl tags

can be recommended as a design feature of Decision Support systems. How large must the

differences between the PI estimates be for them to be effective? How often will the real-world

aviation context allow these clear distinctions to be made available? What is the best method of

representing thee probabilities e.g. digital vs. graphical/analog? How dos trust in the system

affect the interpretation of such labels? Will incorrect labels lead to pilots making fallacious

judgements which might otherile have been Correct? Thee are just a few of the questions

towards which reseach should be directed. It does seem clear however that the potential benefits

from the reduction of uncertainty without the lose of plot mandate, provided by this approach,
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justify the effort involved in such future research.

A final consideration in the applicability of taking an Information Processing approach to Decision

Support system design. It could be argued that it is knowledge rather than information which is the

crucial element in decision making under uncertainty, and as such it is the application of knowledge,

not the way information is processed, that is the key to understanding (and ultimately recreating

artificially) the intelligent decision process. From the applied viewpoint, however, the ability to

enhance understanding and awareness by the correct moding of information available to the decision

maker may, in the short term at least, provide a greater benefit in the design of either intelligent

decision support or a fully fledged Electronic Pilot Associate. It is for this reason that the present

study has put epistemological considerations aside in favour of trying to ascertain the information

requirements of the decision maker in terms of the way such information is amalgamated into the

decision process. Whist the pilot is still in the cockpit it seems sensible to gear the EC to support,

rather than to replace, his decision making ability. The provision by the EC of the information

needed to reduce uncertainty, in a form which is readily assimilatable and usable, may prove the

most effective strategy in making the pilots job easier and safer. The provision, in some form, of

explicit Probabilistic Information at the Human-Computer Interface may prove one such method.
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Summary
Over the past four years Cambridge Consultants have been conducting a series of
research and development projects on behalf of the Human Engineering Department of
the Royal Aircraft Establishment. These projects have been progressively looking at
the use of Artificial Intelligence techniques within aircraft, first from the point of view
of providing appropriate development support tools and now of tailoring those tools
through applications work.
In this paper we will be giving an overview of the toolkit, now christened MUSE, and
looking at some of the applications work directly using MUSE, or related to this area
of Al and combat aircraft.

A Toolkit for Cockpit Applications

Back in early 1984 the developers of A. .ystems who wanted to engineer real-time
on-line applications were faced with something of a problem: "serious" Al systems
could only be developed on large expensive Al Workstations, which were also the
run-time environment. These workstations had never been designed for interfacing to
the "real world", for running real-time on-line applications, and there was certainly no
way they could be flown. This, then, was the environment in which MUSE was
conceived, and, curiously, it is one that hasn't changed a great deal to this day.

The design goals for MUSE were, roughly:

(I) That it should provide a development environment for real-time, continuously
operating Al systems.

(2) That it should interface cleanly with other systems, both hardware and software.

(3) That it should provide a means of testing such systems on-board aircraft.

The architecture of the toolkit that emerged from these requirements has two principle
components, a development environment based around Sun Workstations and a
delivery vehicle, made up of a single-board computer to which the application software
is downloaded or programmed into ROMs for further testing in an embedded form.
The development environment, as is usual for Al programming, provides rapid
prototyping capabilities through an editor, incremental compiler and debugging tools.
These tools extend down, as far as possible, to the target machine through inclusion of
a logging facility for the target and a corresponding log browser for the development
system.
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The c&oice of language facilities for the toolkit was not a particularly difficult one. A
basic language was needed that had a couple of essential features for its use in AI
programming: the ability to treat pieces of code as data, and great flexibility in data

! ityping, along with a compatibility with incremental compilation, essential to the rapid
prototyping paradigm. The ultimate choice was POP, a language having the same
capabilities as LISP but without a cumbersome historic syntax. The remainder of the
language facilities are somewhat conventional: extensions to the basic language to
support object-oriented programming (of the Smailtalk variety, giving the new
language its name of PopTalk), frames, demons, access-oriented procedure calling,
and, of course, rule based programming. Both forward chaining (of the OPS-5 style)
and backward chaining forms (as per Prolog) can be mixed as appropriate for the
application.
The target machine capability is obtained using a Virtual Machine architecture, i.e. the
components of the language package each have a run-time interpreter that executes the
user's programme in a compiled intermediate code. This gives compact code for
memory efficiency; the language compilers and the interpreter are written in C, giving
reasonable portability across processors and good run-time performance.

MUSE has other features that make it appropriate for real-time embedded applications.
The most significant of these is the idea of modularity within the application software.
Modularity brings multiple benefits:
* By partitioning the application into small co-operating modules it becomes more

easily understood, and therefore more easily designed, verified and maintained.
Since the scope of any reasoning module is limited, sid.- effects are cut down and
unexpected behaviour thereby restrained.

• Each module can be implemented with the most appropriate formalism and
without incurring the run-time overhead of unused features. This applies whether
the implementation is at the C level, PopTalk level or Knowledge Representation
T anguage level. The editing and compiling facilities of the MUSE development
nvironment provide a coherent means of developing and integrating modules at

any level chosen.

• Perhaps most importantly, modularity, and the scheduling facilities that go with it,
provide a clean mechanism for handling interrupts. An agenda is provided onto
which processes (including Knowledge Sources, rule systems and procedures) can
be placed for scheduling. An interrupt may result in a high priority item being
placed at the top of this queue, or even the suspension of the current process to
deal with a critical event.

* De-composition of applications to co-operating modules is the firt step towards
concurrent implementations, ie. large grain parallelism. Since the Electronic Crew
member carries an implicit requirement for parallelism (of Data Fusion, Displays
Management, Weapons Management, I'lavigation, Planning, etc.) this is an
increasingly important feature of MUSE.

MUSE processes have been designed to interface to the outside world through Data
Channels. MUSE supports 'fgh speed data capture by providing a hierarchy of filtering
operations which can process incoming dam to spot important events which should
cause asynchronous scheduling to take place. Low level data capture is performed by a
simple interrupt driven executive (on the target hardware) which is intended for burst
operation up to 100Kbyte/s region. On the development system, MUSE makes use of
the Unix socket mechanism, allowing clean interfacing to other processes, for example
simulations, even across networks. Data can be spliced into database objects
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filtering procedures are available to allow data events such as rapid changes of values
or adverse minds to be detected and to signal an interrupt of the reasoning system via
the main agenda controller.
MUSE continues to evolve in the light of applications experience. Two major areas are
currently inder development: a "Multiple Worlds" facility to allow an application to
maintain independent interpretations of the world within a database, and a framework
for temporal reasoning, of pandiclar use for plan representation. As well as these
language package extensions, alternatives to the 68000 proctssor are being considered
for target machines. Of particular interest here is the tnansputer, since this will give us
a ready means of experimenting with true concurrency.

MUSE has given us the enabling technology for serious practical testing of Al
applications in the cockpit. In the rest of this paper we will examine where this is
beginning to lead.

On-line Fault Diagnosis
Fault diagnosis is one of the most popular areas for applying Expert Systems as the
rule-based programming paradigm fits the diagnostic method so well. It therefore
seemed a natural candidate for a first application of the MUSE toolkit to a real-time
problem. The specific area chosen was the electrical and engine subsystems of a
helicopter, the aim being to replace the Centralised Warning Panel that reports fault
symptoms in current helicopters with a warning panel that reports the fault status of
the subsystems. This is a real problem, as the need to monitor the health of various
systems represents a continuous load on the pilot. It is also a task that is often cited by
pilots themselves as being something they would like to delegate to an automatic
system.
The Central Warning Panel (CWP) consists of a matrix of coloured captions, each
corresponding to a fault symptom, which are illuminated on the presence of a
symptom. Some fault symptoms are not flagged by the CWP and are only indicated
through the instruments or aircraft response, thus pilots must regularly scan their
aircraft's instrumentation and be on the alert for irregular responses to the controls.
The pilot diagnoses the fault by interpreting the symptoms using experience built up
during training or by referring to a set of 'flip-charts'. On diagnosing a fault, the pilot
carries out the appropriate set of actions to recover the situation, i.e. recover safe
flying parameters. The flip charts are a set of cards listing the symptoms and recovery
actions for each fault.
Some faults can initially only be partially diagnosed and require the failed component
to be put under test before a full diagnosis can be reached. For instance, a pilot may
know which sub-system has failed, but has to carry out tests on it to narrow down the
diagnosis to the failed component of the sub-system. Also, in the case of intermittent
faults, once the component has been placed under test it may or may not recover.
Very rarely an aircraft will have multiple, concurrent faults (these are usually only
experienced by a pilot under simulator conditions).When they do occur, the pilot must
prioritise them according to their seriousness and deal with the most fundamental one
first. These fault situations are extremely stressful to the pilot and are made worse if
he is carrying out a complex task, e.g. hovering during anti-tank operations.
The Intelligent Fault Diagnosis System (IFDS) operates, currently, from simulated data
representing analogue and digital quantities, e.g. rotor speeds, engine torques, power
rail states, switch settings, etc. It interacts with the pilot to obtain further information,
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for example requesting him to select or deselect a piece of equipment, in order to take
its diagnoses to an ultimate conclusion. At all times it supplies the pilot with as
conclusive a diagnosis as it can given the information available to it.
The knowledge on which to base the fault diagnosis system was readily accessible in
the flip charts carried by the pilot and from the pilots themselves. The knowledge is
self-contained and static. For many aircraft applications this is not so. In ESM
processing, for example, emitter characteristics are changing all the time, there may
well even be emitters appearing in time of war that have never been observed in
peace-dme.

The discipline of designing the IFDS allowed us to look at the problems of building an
expert system tbat of necessity, had a very meagre interaction with the pilot. It was
successful because the information needed for diagnosis in the electrical and engine
subsystems is available from sensors rather than being reliant on pilot sensation (of
noise, vibration or visual effects). The IFDS brought us face to face with one of the
unfortunate characteristics of intelligent systems - interaction with them often requires
a dialogue at a higher level than button-pushes, a point we will return to later.

Al in Flight Control Systems

CCL were engaged by RAE Bedford to do some "Blue-Skies" thinking in the area of
Al applied to Flight Conu'ol Systems (FCS). Aside from the contol technology
aspects, we began to consider how an intelligent FCS would interact with the pilot. It
became clear that there are several ways in which the behaviour of the FCS could be
classified:

Opportunistic
There are occasions when an FCS can behave autonomously in selecting modes.
The clearest of these are the cases where switches of mode will be practically
indistinguishable to the pilot, but will result in fuel savings or greater
performance. If a hierarchic view of FCS mode structure is taken, opportunistic
mode scheduling can be used at the lowest levels as an optimiser within
constraints imposed by the scheduling of higher level modalities.

In the situation where a pilot takes rapid evasive action, for example reacting to
RWR during low-level ingress, the FCS will need to react to the sudden change
in demands from high stability terrain guidance to high manoeuvrability pilot
control. The same applies when performance characteristics of the aircraft change,
either on stores ielease or for failure reconfiguration.

Instructed
This is the most obvious of cases, and the most conventional. Changes in FCS
mode are determined by the pilot and explicitly selected. The question arises as to
what level this is done at, i.e. how modes are organised and what model of the
FCS the pilot is presented with, since an FCS may have several hundred modes.

Predictive or Pre-emptive
In this case confirmation for a change in mode is given by the pilot, but th,
selection is made automatically by the system on the basis of a prediction of w...
the pilot will wish to do next. Clearly, if other type; of scheduling are taking
place this form will be concerned with major mode changes, corresponding to
changes in mission phase from high altitude cruise, to low-level ingress, to target
acquisition, to attack etc.
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These categories of behaviour ae appropriate to other types of onboard systems in
which we might try to embed intelligence. Deployment of countermeasures, for
example, would fit quite comfortably within the framework, as might displays
configuration.

Pilot Modelling
One of our current projects involving MUSE is concerned with the management of the
interface between pilot and intelligent systems, specifically with the development of
tools for an aspect of pilot modelling.
It is clear that pilot modelling is not a prerequisite for the inclusion of intelligent
systems within the cockpit. Much can be done in data fusion, systems management,
etc., without needing a model of the pilot's beliefs or likely actions. But if we are to
build systems that are co-operative, i.e. acting as an electronic crew-member, then it is
equally clear that such systems will need to understand the pilot's actions and the
motives behind those actions.
Our initial work in this modelling area is tackling the most easily accessible
description of the pilot's job, the mission structure. By a process of inference from the
mission plan it is possible to build up a reasonable rough representation of what the
pilot will be doing in the cockpit throughout a mission. This description provides a
context for interpreting pilots' actions and a basis for predictive scheduling of system
activities.
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1. INTRODUCION4

The application of advanced snationc and Artificial Intelligence /Al) systems to ame cockpit of modern commercial and
military aircuaft holds grea promise for die extension of aircraft capability and flight safety. Howver advances in cockpit
automation hae often failed to meet dthxettos rp iede advancesanticipated by die technology. One reumfor
this shortfall has bees the lack of integration of the artificial and human intelligences in the developmnent of aiding for the

Intelligent Pilot Astat(EPA). Assuming anifrainprocessing stutr ae nmultiple levels of information

discipies can be applied and inatract through a conristent inserface, We have developed workaraton-baed echniques to
explore die conseuence of altainatives; in automation tecliqutes within the cockpit and to explore die affect of varied
assumptions in human performance. In this paper we will discuss two aspects of die application of Al to enhance
amcrew perforimance and expedite advanced cockpit design.

*an Al aid for airczaft systemi-failure situation assessment and response selection, and
* a cockpit design ad and analytic worlkstation that utilze AI techniques

1.1 Ineligenit Pfloes Assistant Function

Advances in machine iellgenc tachniues in dianoiss have yielded expert systems in which the macline intelligence
techniques pale and complement human information processing (1. 2). The IPA serves as an intrface between automatic
and buan= measoning do is based on causal models of aircraft system represented at multiple levels of abstraction. The
IPA formulates responses In system failure based on diagnostic expert-systernmput and situation assessment techniques
(3). In timelpeetbrmance critical portion of flight~ or in the face of unique multi-point failures, the EPA can supply fast-
timc processing and bring to bear multiple sources of expertise to identify the cause and affect of fWiues or mission
thretening events. We am guided by human information processing models to determnine the form and content of the
displays to the flight crew. We will describe die huanan information processing assumptions that are the basis of our
interfaces approach, and describe dhe application of fti processing structure to an intelligent aid for aircrew situation
asesment

1.2 Interactive Design Aid

To date die major emphasis in the development of Al systems for cockpit aiding has been on the availability of hardware
and software systems capable of contributing to the nominal safety and executability of high-performance airraft mission.
There lie been little effort exploring the use of Al technologies to aid in die cockpit design process itself front the
perspectve of operability and cognitive demand onk the autcrew, who must use these systems. As a consequence, crew
workloads and supervisory tasts have seadily increased in the modem cockpit. We have explored a methodology dhat
includes descriptions of aircraft systems, missions, human operating characteistics, and formal decomposition of procedures
in a workstation environmrent The workstation is an interactive design-aid that allows anslystsAdesigner's to explore the
imupact ofadvanced automation from a specifically human performance, goal-oriented perspective
2. HUMAN INFORMATION PROCESSING STRUCTURE

We feel tha selection of a model for man/lmachine system analysis should be flexible and guided by the purposes of the
analyst rather than a theoretical bias or technlogical limitation in model application (4.5). To that end, wehave selected
a general structure prpoe by Rasamusen (6) which chearacterize human information processing on two dimensions.
First there is gosl-dlrected processing moving data from senor and perceptual systems to effectors and controls. The
paths that die processing can take is described by a second dimension based on die level of abstraction at which
information processing is considered to occur. Figure 1. illustrates die dimensitriality of the model and the paths available
for information processing. The figure presents states-of-knowledge and data manipulation that move the operator from one
ste to another.
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Figue p.PltI nnro rcs ion 0de

Ramse has suggested that there am thre general prsing strteie thai can be distinguished by the typ ofinformao m with which the Tamf itrat. These ar skiS, rule, id o e-besed repose geerton.

tSkill-based Rspone T/he mostdiret adfastestresonse generation scheme isto move directy from sensors to
efeir, a kind of reflere sporue in which the sensor data maps immediatel to a operao rsponse readls of
circianamece io . Sllbehav"is de. asanediu squn oefmnm" subrutns. The finks be ee th

state. iber often a trdeof that Is called out in relation to skilled behavior in which the rnuhlhy of th pmitive
:"action is traded agans the flexibility of the siled rsone This is genlly considered an efficiency tradoff in which

Rule-Based Response Following the arc of processing in Figue 1., one moves from perception to entity and state
description. These slm dea~ipdons are rereenaions of the agent, the eiwironnet, th stt of pan or stau of
coeaigagent. This stage along with an assessment of the significance of the ctuent stt (situation assessment)
form the basis for rl-ae behavior. The information extracted from the envirnmnt and system stares sensors has been
intepetd The hutman applies pattern matched rules to the interreted situation in oeder to provide plans for action.

Knowledge-based Responer Moving toward the peako te processing arc (Figure 1.) the operarorpilot is considerd to
be engaged in knowledge-based behavior. This is the the highes level of abstraction in which the human interacts with th

Senv a st In knowledgebased poceaing theoperaor must construct aninternal modelof theenvirnmuent, the
4 misson the alircrat state and the current goal-state, The pilot can then monitor the condition of hi pla an repnd to

anmomaly or vaim in that pln by fomulating and evaluating otons for actio.
Aleaio and inuto am th processes by which the opermr moves hom the skilled intepretation of" the environmen
naal to th knowedg base resloeu require for reninag' or proble soling. Htaving abstracted a

trepresentation of the eamw aircraft and avirorune stae the opeator proceeds to deterne ho o repn to tht star in
relaton to his/he gal is d then how to effect that plan. This impliesa aprocesof deduction. The inductio to deduction
path c be, circumvented by shortcut pths that can be developd by training or provided trha utomate sidng.

Thiss, admitedly, a very gen l descripn of human. information Processing, thog ther is some evidence that human
dasus ehi in m egecy sitations can be accurately desribed by processing isunctions (ca.8). We a
using U ormct u in two ways. First, we ate developing an aiding symr em an r suatnrespons ebaned behavior to reduce
the tie lnd woreo rquie d Teo identi and correctly execut esnone procedur for a given sin The scope of this
sitrmi n-apoe model is rule-bas e aidinbh That s, assias ance in selection and execution f behavior for which the
coespouden between sImutions adl applicable iocedure has been esablished by trning and engineering-bsred
stalye. Sinalo raon dou n behavior is the preferred method f dealing with time-criticth flight emgencies Acciden
analyse suggest that in-Fight abact reasoning may shift attention from flight- perical tkn, and tat deep reasting wider

essfrom n inc infomion and incompete models, can produce results tha are significantly, and

sometimes fatally, inferior to those derivabl fa engineering sudie, expiernce, and simulation experiment Second, the
framewrek provides a point-of-conmact to diagnostic systems that function at multiple levels of abstraction. We will
disous those aplkation below.
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A ~3. DIAGNOS7IC SYSTEMS AND INTELLIGEMf PILOT ASSISTANT

Mhe faily instantited, architecture for an Intelligent Pflot Assistant includes representation of die aircaft, the aiciew, the,
flight envlromeat. fte flight pL*nusidon. or traflic contrl. and ptocedsffesngulatonsidoctrine. We will concentrate, in
thisi papar, an inmocn diagnostic systems work which we as performing for NASA-Langley Research Center. Figure 2

ilutatrte interface of die diagnostic expert systems to the IPA.

We have designed and implemnted system to aid in two types of behavioral responsies to diagposed emergencies. Aiding
*in situattiontkespone beaivior has been approachedl through a fkuueobased representation. There is a situation assessment

proen in which stati~on attributes are nuad through a situationt-type taxonomy to a curren situation description.
Response procedures at selected on a rulebased reasoning process and dien communicated to the plot. This procedure is
illustrated in response to a Faulqtine diagnosis output of Figure 2. Thew percess is detailed mid expanded in Figure 3.

Figure 2. WA S ~ ~ ~-ituationAsesetadRsosSeetofr NIDigss

3.2 Casul ModelRespons
RecentO deeomn F nA inodie yseshaesurtt impr:3oesse efrmneb dpin ehiuso

resonn atlre eeso btaton(.0.W aebe predbyN A-ageRsarhCnr(Cnac
No A 135 todeeo nai n syI mta a aeavnaeo igotcraoigdn a upybsdo

preicios basedo Incomlete Cor nbiu data Th h siaresnne oeste eeat hsso alr

hypohesi. Ou WAilsorean abou IA Situationsesat ad leespofs aSraction fo and tanosoisiuto

Reent elprces dat Alo diaunstytuems Fiue- 2silustae the enp-ser prfos. Yaapig 1nqusO

Wreason abt ituativels ofadsugstrrons(,1)e ae onabee ierd beye ofreSetaingl RoeahCnte Qualitactan
QNtiatv m-735odn Wo an a u situtatioanrepoe rane ire nti easeoesorin levlhata orp ifatedt and
procelssingitim eraaiabl, abstaedion quapiatieadqattv oes of aircrafl systems and fliodpp g ht sffituatins Wie hv
3istrtes ot appin adaag of d iagstmondtion dat thvreu levels of abstraction nd cua mh od nseetino
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Foi 3. Mapping frm Physical Systems to a Mult-Level Causal Model

A causal model has ben devoped to support dis morn sopisicated digostic pitcess. The model consists of four pers
in a humeheorme reproexendon. Thes a:e the airplane systems, the effectos the forces affected and ircraft flight
chmacteristics. The referencing mechamism links these four components through propagation at tie thee levels of
abstrction., Forward propagation of atrumte values priovide a simulation of fault conditions and a diagnosis of fault cause.
Backtracking through the conul model provides insight to alternative paths to a desired system stew and, thereby, suggests
respoeu to achieve those sttes

Pilot Vehicle Interface: Humans or automatic .ontrollers require some informaon on the state of whatever it is they
affecting in order to monitor the psgre of the repons, nl to provide the feedback necey to implement any control
laws in die responee. Our pilot information processing model sugges, dmogh its hierarchical structure, that both control
and feedblck be available at multiple levels of the abtraction hierarchy. The particular form of the feedback or control
should be gered to the level at which the pilot is interacting with the system In order to support opeao action, two sets
of inflormsion need to be supplied to the operao. Firt, the nature of the lansltion must be made
clear. Second, trn amur of the action to be en mun be pointed ouL For example, if the IPA has taken FaultFinder
output that indicate that snor values we abnormal in a way that umambiguously requires immediate response on the part
of the pilot, t respe and thos values should be disphyed with an emergency aler status. If the diagnostic reasoning
procem has been abstracted to masoning about physical propagation of a fault and the IPA has resolved a response, display
of te response should be supplemented with a display of die physical symptoms identified or predicted (perhaps in an
iconic-schematic format). If the aiding system has reached an impasse in response selection, a trace of ft diagnostic
moning and response resolution should be provided.

4. ANALYSTS WORKSTATION FOR COCKPIT AUTOMATION DESIGN

The analysis of human/sysem performance through simulation often impose constraints on the
awlyst/dignei. The tradeoff has been between eame of operatio and simulation construction on the one hand
and the degree of fleaibility and generality provided by the tools and modelling system on the other. It is with
the goal of mitigating these contrains that we have been developing a set of modelling tools and a
methodology for their application. Simulation of humansystem opmaion is undertaken to provide prediction
of system perimme in a contem tht is controllable by the designer. We believe that in ocder to be useful a
workstation-based simulation system should provide the following features:

" A coherent and integie framework in which to examine the interaction of particular human performance
models and describe tf interaction between the operator and die system under evaluation.

" Designers interface mtos through which system parameters, model parametersand task rquirements can be
vared.

* Automatic propagation of the affects of changes in any of the simulation components, activities, or
operational events thoughout the system.

" Support for an annotated and multi-perspective representation of task timelines.
" The combination of a bottom-up constraint implementution of the system's functions with a top-down goal

decomposition of operators purposes.
" Multi-operator -multi-mission capability.

Imight into the training implication of a given human/machine system design..
" Support model definition at a level of detail that is responsive to available data and to the designers

requlrements.worksation environment in which to use those tools, that

Applications:

We have been working to provide these capabilities by providing an object-oriented worsation/simulation
environment in which aircraft designers can explore the impact of a given design on human/system performance.
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The systam is implemented in ZeA'e in the Symbolics Lisp Machine environment. It uses the Flavors
object-oriemd system. The system W am e components: A sinulation driver, libraries of object descriptions,
ad a Iliary of input ad output uilkties. Mai simulatin drive allowts a user to run simulations at aixed time-
increments (driving events by sand(Ing tm sigal to each QJ6 bjcA or by letting the occurrence of events
drive the clock Thelbmaleof objectdearsptlo include O humant strategies, procedures, and
taca tics oimdncotep mddesciptiona of isbhe eils ellcoplers, and ailne descripltions
of variont types ofa tivities; visual saditory. ad physical models of human capability and performance; and a
variety of othe supporting object types. The input and display capabilities include the ability to display the
position and stamus of mobile objects. to display the action and spawning behavior of activities, and to tn&c the
changes in world representations of Cogmnitv objects Airciaft their subsystems, cockpit topology, activities.
missions, and huma operaors are represented as objects and ase available for manipulation by the

.ulys~desi hrouugh screen-based tools and utilities.

Of particular interest is simutlattion and prdicion ofpjerfonnance of human and automated systems as they
engage in supervisory andl cognitive behavior. The basi of suchi simulation is the internal and updatable world
reptesetation of active cognitive agents in the simulatione workstation. The interface toan updatable world

rpsetation is such tiet any of a variey ofdatasources may provide it with data and any of a variety of
oieamy request data from iL Examples of sources of dat inchude sensory moduls decision modules, and

logical modules. At present. we have used three major t"pa of updatable world representation, corresponding to
tilee ways in which it ha been useful to simulate die atmpugof dama One tye ue data keyed to the object
that thed4atarefrs to. A visual scmefor axampKn that detesmime the position and movement vector of an
aircraft by looking aadiar scumen would send this informaton to the updatables representatio in the form of a
finr containing the aircraft object. it coordinatesanmd vector, die source, and the tune. A second type of updatable
world representation slares information kayed to events. When inforimation is given to the world representation,
it finds the event or events for which the information is relevant and associates; the information with that event
or events. A third type of updatabl world representation stores high-level Information in easily-accesasible local
variables, An example of such information might be the flight plan that a flight crew is following. Other
types of updatable world reptesentation tham may be conmbined with these include forgetabllity limited
information stomag capacity, and stochastic and deterministic inflormation degradation. We have applied this
workstation to a nmnber oftdifferent system Including advanced fighter design, prototype helicopter cockpit
design, and spie teleoperstion control station design.

S. CONCLUSION

We hae suggested that Al techniques applied thrugh architecture for an Intelligent Pilot~s Assistant can provide
a unified and integrate approach to exploiting computational assistance for the modem airrw. At the sam
time the sam Al architecture in a simulation and workstation environment can aid analysis and designers in
assessing dhe impact of those automation alternatives.
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Abstract

Recently, artificial intelligence and advanced automation
technologies have matured sufficiently to offer considerable
potential for assisting the pilot -in executing complex
cockpit functions. For example, sensor fusion algorithms can
be used to provide an integrated representation of the
tactical scenario, and expert systems can act as. systems
monitors, advising the pilot of systems status, or
recommending courses of action. At the same time advances in
control/display technologies such as full color flat panels,
helmet-mounted displays and sights, and interactive voice,
provide prcmising candidates for the design of an advanced
interface between the pilot and the avionics/weapons suite.

Currently little is understood about how to optimally
integrate the advances being achieved in computational
processing, knowledge engineering, and automation technology
with the advances being achieved in control/display
technologies. The critical issue of allocating integrated
information to display surfaces, and defining appropriate
operational logics for system control must be resolved
before human and electronic crew members can effectively
share cockpit responsibilities.

1.0 Background

The anticipated airborne tactical environment of the post
1990 time frame can be characterized by expanded and more
intensive operational envelopes, threats of increased
numbers and severity, large volumes of information, and
minimal available response times.
Effective mission execution in such an environment depends
upon a high degree of pilot awareness of the tactical
situation, and timely and efficient responsiveness to the
rapidly changing scenario. This requirement imposes
increased demands on the information processing and decision
making capacities of the pilot. Bridging the gap between
demands on limited human resources and complex and dynamic
operational requirements dictates the development of a
pilot-vehicle interface that 1) enhances the presentation
and utility of tactically relevant information, and 2)
facilitates natural and efficient pilot-system interaction.

Recent advances in automation technology and artificial
intelligence offer substantial promise for reducing the
pilot workload associated with extG,Sive information
integration and interpretation. Furthermore, a variety of
emerging control and display (C/D) technologies have
demonstrated capabilities with the potential for enhancing
the interaction between system and pilot. The convergence of
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automation technologies with emerging C/D technologies
offers the advantage of interfacing an intelligentA application of decision aiding with a natural, flexible, and
efficient pilot-vehicle interface. The consequent heightened
information transfer between pilot and system, however also
increases the potential for information and task overload.
This fallout can severely attenuate or compromise
prospective technology benefits. The crucial challenge for
the cockpit designer is to integrate these capabilities to
enhance the utilization and effectiveness of information.
This means that designers must address issues such as:
appropriate allocation of operational functions to
technologies, minimizing the impact of technology
limitations on mission performance, and optimizing the
character, quality, flow, and priority of available
information.

2.0 The Potential of Advanced Automation and Al

Current trends in avionics design have focused on
distributed avionics systems such as the Pave Pillar
architecture. This approach carries with it the advantage of
extensively processing incoming data before presenting it to
the pilot. One of the most useful exploitations of this
advancement is the integration of multi-source "data" to
provide coherent and relevant "information" to the pilot.
(In this context, data refers to the raw output from onboard
sensing devices, while information refers to some useful
interpretation of that data.) These applications include a
host of sensor fusion, tactical situation assessment, and
decision aiding functions. Cockpit functions which have been
suggested as suitable candidates for automation include:

pre- and real-time mission planning
sensor fusion
threat and tactical analysis
kill assessment
sensor management
target prioritization
weapons and countermeasures employment
diagnostics and fault detection
fuel management.

Extensive programs sponsored by various government and
industry Al laboratories have focused on the development of
these automation applications for potential infusion in
future weapon systems (Hayes-Roth, Hayes-Roth, Shapiro, and
Westcourt, 1981; Lowrance and Garvey 1983; Baron and
Feehrer, 1985; Garvey, T. 1987). The results of the efforts
have generally provided positive evidence for the
feasibility of employing Al techniques for executing cockpit
functions.

3.0 The Integration of Automation in Crew Station
Development

While the development of automation and Al algorithms have
continued to show. promise in the labs, more limited success
has been achieved by crewstation designers, in understanding
the role of automation and AI in the cockpit. Outstanding
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issues such as the kind and level of information to present
to the pilot, and the appropriate allocation of
responsibility between the pilot and the system must be
addressed before automation technology can be effectively
exploited for operational functions. Cockpit designers
currently have little available data on how to present
results of expert system assessments, when and where a
recommended course of action should be displayed for pilot
concurrence or veto, or which conditions dictate automatic
execution of a selected course of action, etc.

The potential infusion of automation and Al in the cockpit
has also underscored the requirement for enhanced
pilot-system interaction. Thus, various crewstation
development efforts have also focused on emerging
control/display technologies as means for facilitating
information transfer between system and pilot. Full color
flat panels, and helmet mounted displays (HMD's), show
promise as display surfaces for providing the pilot with
processed data output, while interactive voice and helmet
mounted sights may be effective for controlling information
flow, requesting status information, and designating
priority information. Each technology however, also carries
with it specific limitations which impact its ultimate
integration in an operational environment.

The current challenge for crew station designers therefore,
is the appropriate allocation of functions between pilot and
system, and the effectively distribution of the consequent
information and cintrol requirements in light of
control/display rechnology limits.

In some instances tne automation technologies and AI
technologies can be employed to create more meaningful and
interpretable categories of information ot present to the
pilot. In other cases automation techniques can be
effectively employed to overcome control/display
limitations.

The re.. 4.nder of this paper discusses some outstanding
current control/display integration issues and the potential
for applying advanced automation or Al to mediate current
technology limitations.

3.1 Head-Down Display Capabilities and Limitations

Full color flat panel displays can graphically portray
integrated tactical situation information derived from
processed sensor data. The objective of such a presentation
is to provide the pilot with "situation awareness", that is,
knowledge pertaining to the geometric relationship between
ownship, potential threats, and mutual support. While the
"processing" required to represent spatial geometry is
feasible, there exists a number of "display" limitations
which preclude a simple depiction of this geometry on a
single display surface. One limitation is the difficulty of
depicting the third dimension, or vertical separation on a
two dimensional display surface. The second limitation is
display size.
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A number of alternatives have been proposed for presenting
critical vertical separation information. They include
displaying absolute altitudes in digital form adjacent to4aircraft symbols, to portrayal of specialized vertical
situation displays, to depiction via a perspective grid.
Which mode of representation (and under which conditions) is
most appropriate for workload reduction and enhanced mission
performance has yet to be empirically determined. Factors
which are likely to influence how vertical separation can be
optimally portrayed include task specific requirements,
cognitive processing demands, degree of display clutter,
etc.

3.2 Helmet Mounted Display Issues Capabilities and0 Limitations

A helmet mounted HMD/HMS has the potential for dramatically
improving the operational effectiveness of fighter aircraft.
While there is little precedent for use of this technology
in fixed wing fighter aircraft, all indications point to
substantial achievements in the areas of optical design,
size and weight reduction, and life support and escape
system compatibility, thus making the integration of helmet
technologies a reality in the 1990 time frame.

Three primary applications have been noted for which an
HMD/HMS integration can have a direct and significant
impact: 1) target designation/weapons employment, 2) visual
target acquisition, and 3) attitude awareness.

Target Designation. Currently, target designation is
constrained by the forward field-of-view (FOV) of the HUD.
An HMD/HMS increases the available field-of-regard (FOR) for
target designation to the entire envelope of pilot's head
movement and sensor weapons capability. The advantage for
operational effectiveness is the potential for off-boresight
target designation without compromising other aspects of
aircraft employment.

Target Acquisition. One of the most demanding
perceptual/cognitive functions in air-to-air engagements is
achieving line-of-sight on a target transitioning from
beyond visual range (BVR) to within visual range (WVR). An
HMD/HMS can reduce the workload associated with this task by
indicating via a reticle ("reverse cueing") on the pilots
visor, the position corresponding to the location of
"priority" targets in space. Furthermore, when targets are
not within the pilot's forward FOV, directional vectors can
be presented to indicate the azimuth and range of
approaching targets.

Attitude Awareness. Operations at night and in adverse
weather can result in loss of attitude awareness or in
unusual aircraft attitudes. Attitude reference and unusual
attitude recovery symbology projected to the HMD visor can
assist the pilot in maintaining flight control in low
visibility conditions.
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Despite the enormous potential advantages of HMD's, there
are a number of limitations to projected capabilities. The
most significant limitation to current HMD technology is
FOV. Anticipated FOV for the 1990 time frame is between 200
to 300. The consequence of this limitation is the potential
for significant display clutter with high symbol density.
Critical to effective use of the HMD is "intelligent"
selection of display symbols and formats based on current
aircraft state, environmental conditions, pilot intent, etc.
Algorithms can be developed which automatically select
display information based on system knowledge of these
parameters. Furthermore, system status information can be
used to enable declutter modes without the requirement for
significant pilot intervention.

Another critical integration issue impacting the potential

operational employment of HMD's is HMS accuracy. Tolerable
windows for weapon aiming and reticle cueing accuracies must
be measured and specified. Furthermore- appropriate
techniques need to be defined for managing the
interdependency between head motion and aircraft motion.

Intelligent use of pilot and system status information can
be used to configure current HMD format appropriate to
immediate situational needs. For example, head position
information can be used to implement a "virtual HUD" thus
replacing HUD symbology during off axis viewing.

3.3 Interactive Voice Issues Capabilities and Limitations

Over the past decade, interactive voice technology has been
progressively viewed as having the potential to reduce pilot
workload. Noted advantages of interactive voice as a cockpit
interface include: 1) offload of cognitive tasks from
saturated visual/spacial resources to the auditory
processing channel, 2) the facilitation of "eyes out",
"hands on" operations, and 3) "natural" and "direct" data
access.

This potential advantage has been formalized most concisely
by Wickens Multiple Resource theory (Wickens, Sandry, and
Vidulich, 1983). The theory proposes that the workload
associated with any task is mediated by two primary factors,
1) the compatibility between input and output modalities,
and 2) the degree of competition among limited resources
during concurrent or time shared tasks. Predictions are that
1) spatial tasks will be better performed when mediated by
visual input and manual output, and that verbal tasks will
be more efficiently performed when mediated by auditory
input and speech output, and that 2) the performance of
concurrent tasks will be easier when the tasks use resources
from discrete input and output modalities.

The implication for cockpit tasks is that while tasks which
are spatial in nature, (such as flying, target designation,
etc.) may be better suited to visual cues and manual
responses, other functions of a linguistic nature (eg. data
entry, avionics mode selection, etc.) may be better
accomplished using auditory/speech processing resources. A
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further implication suggests tha't significant workload
reduction could be accrued by careful allocation of
concurrent tasks to non-competitive processing modalities.

Support for the effectiveness of interactive voice in
reducing pilot workload has been provided by a variety of
basic and applied research studies. Results of a number of
studies comparing voice and keyboard data entry for input
time, accuracy, and simultaneous tracking task performance
(Color, Plummer, Huff, and Hitchcock, 1977; Skriver, 1979;
Poock, 1980; Poock, 1981; Jay, 1981; Ruess, 1982; Simpson,
Coler, and Huff, 1983; Aretz, 1983; Simpson, et al 1985;
Beckett, 1986; Szerszynski, and Van Loo, 1987) have shown
that voice input provided a marked advantage with respect to
secondary task performance. That is, when target tracking or
flying a specified profile was required to be performed
concurrently with data entry, there was a significant
positive impact of voice input.

The implication of this for cockpit tasks is that while
certain tasks which are spatial in nature, (such as flying,
geometric designation, etc.) are better suited to visual
cues and manual responses, other functions of a linguistic
nature (eg. data entry, avionics mode selection, etc.) may
be better accomplished using auditory/speech processing
resources. A further implication suggests that significant
workload reduction could be accrued by careful allocation of
concurrent tasks to non-competitive processing modalities.

Achieving these advantages in an operational environment
relies on a robust recognition system. While, current speech
systems vary widely in recognition accuracy and processing
speed, the most mature have been demonstrated to perform at
about 98%-99% accuracy under laboratory conditions (Simpson,
et al, 1985). Robust performance (98%) of speech recognition
systems has also been modestly supported by field studies
(Poock 1980, 1981) for vocabulary sizes up to 240 words.
Noise, which at one time posed a major challenge to speech
system performance has been successfully overcome through
the implementation of noise cancellation algorithms, and
noise cancellation microphones (Coler, 1982; Joost, Moody,
and Rodman, 1986; Szerszynski and Van Loo, 1986).

Not all evidence however, points to optimism with respect to
the cockpit integration of interactive voice. First of all,
there is a lack of guidelines for associating task
characteristics with specific processing channels. While
some tasks are clearly dominated by a discrete channel,
others appear to utilize multiple channels and are therefore
difficult to assign to a specific input/output mode. In
addition, the allocation of cockpit functions based on the
assumption of resource competition is extremely dependent on
specific cockpit configuration, mission scenario, and
mission phase. Finally, environmental and psychological
factors can have a severe impact on the performance of
speech recognition systems. Speaker variability, due to
stress, acceleration, fatigue, etc. can severely degrade
both system performance and the users capability to
effectively interact with it (Hecker, Stevens, von Bismark,
and Williams, 1968; Porubcansky, 1984).
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Intelligent processing can be exploited to mediate a number
of the integration issues associated with interactive voice.
For example, limitations imposed by syntaxing requirements
can be attenuated by real time selection of syntax based on
current aircraft state. Furthermore, flexibility approaching
natural language interaction can be approached by
implementing "wordspotting" techniques rather than strict
vocabulary syntaxes. Another advanced processing application
for mediating cockpit voice integration is the use of speech
models under acceleration and under stress to compensate for
changes in spectral characteristics which may degrade
recognition performance.

4.0 Summmary

The infusion of advanced processing and automation has
generated a need for a more effective control/display
interface. While a number of emerging technologies have been
proposed to meet this need, current limitations hamper their
direct transition to the cockpit. At the same time, the very
capability which has created the need, can be exploited to
mediate the integration of new controls and displays thus
attentuating the impact of technology limitations. The
specific implementation approach however, must yet be
defined. Close coordination between research in advanced
automation and artificial intelligence and research in crew
system designers is required before an effective integration
is achieved.
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ioriviedge aismed. tin a" dalsb about die dunais (Le. pid aturo IIIly wishi buleviair) mid about diei -k
(whet WOl she pilot isilMaly tosMadbma). flmaedcisham

a asem dmmbm (e4g wair sat off wit ovesead art ep, but seaino fuc law wnam climb amt).
-as defetaksemi (eL. wW in do bilowin a er*We failure anea pticle set of chourntmse). and
-a indicdm (e~g. reamainig .uassitme, making assumntions aboat flal flaw). or
-aslkniucsanpegr-nemdapa (deciding dire ai pilot aheld not exceed ieee value).

For SC to mumps iniginsad bwke die pilot in contol. die collectivel deismngf will nead tochainge. widt
yet asore decjiide amdein adeii.

2.2 TORPEDO RLISE (Ucbuibuwedgobnmd rut(RatS))

Emily sysam had mch of die knowledge embedded is muls aid s i u .wt ablcr

betwaa amoopass. a hlklopsec.omileir mid die pilot (for MATCH). orjus in die heed ofd dpicot (say in Owm
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Fausy Swordfish). Knowledge fta tias ocgmoaom and OR specialists condmaid to be put mm HICs by simulaxo
vamme id inmomc m od tci a's Some decisons about opemnn torpedo performance would be

ambeddesd mno dow varicus aemap available flslcdom (say for mgeor dpt). CDOpmdmd tacic ad ikn
computer have embedded a muiudea of I I ima. for example abou likely targe maen ra capability. about how in
combine data f tifles t -abou ibse ow bega to aleas a weapon an reladon wn a petulatarget geometry.
There have bean nmeu attempts. toaly musoneabL to btuMl decisin Aids to add to dom knowledge socozporsted.
aid to aWagate it mome completely. Blecause ofcompesi limt" and to keep din HC/cozpszr and HCllnsrow
dialoge *r# timpe decliios embedded ars often samplsuc. sad known in be so (e&g. iems; inchas coakie-cutter
rattgea. weapon acquiiion chucomisuc). Ther e a asoong convictiont dha IICDS mwolsoo will crook uoi out aod.
yield lagp, ti6s bawliss with a= HIEC crew. Achieving diit will have iplitadow for coopatiave decision
makingHC. EC. Desep Commiy).

3. COOPERATIVE DECISION %&KING IN DESIGN AND USAGE

3.1 STAT~eENT rOP 111 PROBL~EM

-Mw bed news at that in our opinion we will lyeat find 11w pilosophers stone. We will never od a process
that allows us t desip softwms in a puloctly ranonal way. 7he goo newsa s ib we cas fake i. We can pese out
syste t ihnodsu if we bed beas bmol deain mit paop inan intodo so dinin devalopamt and
insi ncau.(ReE 6). Hae. = Pa n d Clents'goad news appies in die documentation of CRTcopi
ochunloV'. That setonexunuwa dno poomal for sadosuality and to docusmuis for 11/DC cockpits. mg mainly
ha thcofleazive ado igusnase of dinoiwledge volved i. od esLmbgm

-deeling wihdznl goals Ia difficul as both deepn sding and -- Ica decuson ading
*di umber of radcol duign optiu in -m adonusider may Pone smogdifficultie.
durs we upoe at deepgabowledge dot may not yield in rationel appealn ordoamti.

3.1.1 RATIONALDESIOWOOALS

It is grnurally acepted dug doe H=D dieou will 1xm. to be imdmpiused y a iedtdadsgof Scals
and Meodss. and. indeed dhe dielftiMla kly inclid dimaexlcitly. Mcst compuw-busedadeep aide inchide

so rt m of Va biorediy. winh wibo. Attept to evaluateratiomal design "o a t hedm own real e am
thinon die SI and by and large cussMa (Ref 7) althouigh dihve be- -m very prmiing syam.pat
um HinilAm Iue (=oa*l dot DME ith 19774a) Moat hae aneddeclale amto weglicing. sinmilarito many
expedreaI -- h-1 decinoaids. loatm p n tisde istlonlsala Du by Objectives (Rat S, aid
ssdeyig mock of the fdt im n Ref 2). and it will be nmIo ins how this wae on largesyaut. Cutraw
resarchbinknwedgebmdaidsa deegn dadwas fins deis decin veay hod incapoare. aid die kowledge
-uppI - 01 dies u be pariculaly eime

3.1.2 RATIONAL DESIG OPIUM

V11 te i a sof eftg dom H= is safety. thenone avemie lin t pome Sliaidm distinction ofdie UNK sod
die UNK-UNK. Thw UNK (twitwn) is a natty flos. coulton orcombinglon of failur dim we deign for. aid
sumi in, avoid. T7n UNK-UNK is a citciamen for which we do not have a scaso. and die meean mason for
having die EM. The first apprach lin t smae as maiy liNKs as poeeible. and diweby reduce dia UNhK-UN1Cs.
How big wouldiltfs eapnlein be? Au melyssof 100 sl1ippn amidaa (Ref 9) f.Ixdtah d I 1 aa of root
cosasin wubaw 7 end SL with a medi of 23. The niadbas umber of as per nervost wat 12. indliagt that
dom numbeat su 1mbewe diezaes (7soo) cmn and die fina consequence ste fly kegs. (Onl 4 of d. 10
acidaut crnted wisdnt &Vy pesedin bumn aoim An expasmon of this aderesounds oaolowly expenive
ad difficult in do. One vent o dironiulsao a stalwacider uelysa and havin a deepcomity with dIva,

imns. sa voi sh gupu~ORe 10) inevitable in amddeaiwsum. IUPDe p le nos for do futue
we a) ginimaig endassals i nif dbiklikelihooduse afragilaeiocon (Rdf II)I bmy chus to de design

bounaiesl fodeelguieeolblt maty bm ame ahisebeiadaldudetliabilitysift
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Twining (Rdt 12)1 hs nm do distinco botwerpudo" and aintivey kxedp apodsial.
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mimedmngin Ia Iitwas speed &@..*. The dloedhmofesoommovdadg leiiiig andmbddiag decli of
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3.2 EXAMALS

3.2.1 EX(OR4ELD4YF

Stonewaing. It berni clear that dmes wae oshs 6oce -, wtork. Theme in shown in Fit 2. The question is - how is

EJC to know kWhis hca~n ed Ii? Rudis. will (s)he be ay ane if (s)hcmda

3.22TORPMR UEASS

The tamdon. blcages and poblaw~ of inosponulag a fall undesmudint of topedo ises,
ru -,nm movewntsyama mshown in PIp3 inel & The difficultesof owmni dimesean foramiable. Do

VA have U?

CONCLUSIONS

Decision inafog is saroed" Hrw-iC EC ad the dep cmmmuuy.

To acdle the pu arns osed@Ly beeI hoped for. do dfsitadecision -nsfn will have to diase

?dfb(?odi educhming indesiti a iot solely mdsibk for EC a mme ths wll be vecin d -m
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TUS! AND M3SS lU II N-.3CT!01C CMW TU 1

R.N. TAYLOR
Royal Air Force Institute of Aviation Medicine

Farnborough, Hampshire, UK

-No lesson seems to be so deeply inculcated by the ez perimc. of life as
that you should never trust exqwets". Salisbury, Letter to Lytton, 1877.

I. I]WIKMMTIOM
The purpose of this paper is to examine the relevance of trust and awareness

for teamwork in the Human-Electronic Crew. The concept of the Electronic
Crewmember or SC has been recently extended to include more clearly the ability
"to make decisions that may be critical to mission success and survivability"
(Ref 1). This indicates fresh optimism about the potential applicability of
Artificial Intelligence (AI)/Knowledge-Based Systems (KBS) technology for
assisting decisions in uncertainty, when the outcome is not definitely known or
knowable. At present, judgements in uncertainty are an entirely human function.
In Courts of Law, Juries are required to make judgements of guilt only if
certain beyond any reasonable doubt. War, of course, is "the province of
uncertainty". A functionally effective relationship between the human (pilot)
and electronic crewmembers has been characterised as a synergistic partnership
based on teamwork, grouping together to do the jobs that one person can't do
alone. Key decisions in uncertainty could involve both crew-members, with EC
providing advice and decision-support and, if necessary, making decisions
autonomously with both active and implied pilot consent. The important question
Lit: amw can we ake this teemi work?

Trust and awareness have been postulated to be essential ingredients for
effective teamwork in the Human-Electronic Crew. Improved "situational
awareness" is a major design objective for future Intelligent Systems (e.g.
USAF's Pilot's Associate Programme). It can be argued that awareness is
necessary if the pilot is to make conscious choices and act adaptively when
dealing with uncertainty; awareness of performance is not necessarily involved
in skilled, automatic behaviour where there is no uncertainty and no choice (Ref
2). Similar "awareness" will be necessary for the EC to act flexibly and
adaptively; to learn, change and evolve in an humanistic "intelligent" manner.
Some common awareness and knowledge is essential for effective teamwork. But
there is uncertainty about the extent to which all levels of knowledge and
awareness need to be commonly held or shared between team members. When
functions and tasks are distributed, and knowledge and awareness are divided,
trust between each partner becomes an essential feature of successful teamwork.
Trust will be necessary if the pilot is to rely on the EC for assistance in
decisions critical to mission success and survivability, particularly with
automatic task allocation by implied consent. If distrust exists, rightly or
wrongly, the full potential of the partnership will not be realised.

Both trust and awareness are abstract concepts. They may have behavioural
consequences; but they are not tangible experiences that can be observed and
measured directly. Implementation of the requirements for trust and awareness
in the design of future Human-Electronic Crew Systems could be facilitated by a
clearer understanding of the factors affecting trust and awareness in current
aircrew operations. What follows briefly describes recent IAM studies using the
Personal Construct System/ Repertory Grid Technique to investigate how aircrew
understand or construe "Awareness" and "Trust".

2. AWIM3 SO=
The stvdy of Situational Awareness (SA) involved interviews with 34 RAP test

aircrew, conducted in three phases: 1) Scenario Generation; 2) Construct
Elicitation; 3) Construct Validation. At first, descriptions of flight
scenarios involving SA were obtained from 10 test aircrew at RAP Farnborough and
Bedford based on the following agreed working definition of SA: "Situational
awareness is the knowledge, cognition and anticipation of events, factors and
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variables affecting the safe expedient and effective conduct of the mission-.
The 43 SA scenarioe obtained were reduced to a set of 29 familiar generic
examples, of which the following are typical:
Weather Airoach: UE Amaremess. Approaching to land at an unfamiliar
airfield, in poor weather, in an unfamiliar aircraft fitted with poor handling
qualities and displays.
Combt/Good Viihblityx uigb hmreness. In air combat, you are behind your
opponent and over a familiar area with good horizon and height cues.

Next, the 29 selected scenarios were presented to 14 test aircrw at RAP
Soscombe Down to elicit SA constructs. Each construct was elicited using the
triadic method of scenario presentation. All 29 scenarios were rated on a 7-
point scale of the elicited construct dimension. A total of 44 SA construct
dimensions with associated scenario ratings were obtained in this way. Principal
components analysis indicated that 4 factors accounted for 65% of the total
variability in the data. The 2 major components, contributing 30% and 21% of
the variability were dominated by Situational, Informational and Attentional
constructs. Guided by this analysis, 10 generic constructs were selected for
further evaluation.

In the validation phase, the 10 constructs and 29 scenarios were presented to
10 test aircrew at RAP Farnborough for scenario/construct rating. The 29
scenarios were split into two arbitrary groups. Five aircrew rated each group,
giving two independent sets of data. Statistical analysis showed similar data
structures. Both data sets contained a component loading on constructs
concerning Understamding of the Situation (Information Quantity, Quality and
Familiarity). Two further groups of constructs distinguished between
situational factors placing Dsmids on Attentiosal lsources (Instability,
Complexity, Variability) and aspects of the Supply of Attentional Resoces
(Arousal, Concentration and Division of Attention, Spare Capacity). Ratings for
the Weather Approach and Combat/Good Visibility scenarios are illustrated in
Figs 1 and 2.

NO,1 WiATa WPUROAC LOW AWAN O. CC.RATIGOOOV Nr: HIO A WAi
AW.0.0 t m n "" n do"- v r orn t~ SW W U . S m u

S... . .. .

IIATMII PA

Quantification in each of these three domains is needed for a comprehensive
measurement of aircrew Situational Awareness. Measurement of SA may provide a
useful adjunct or alternative to workload estimation when improving awareness is
an important design objective. For real-time applications, as opposed to
imaginary prospective studies, a relatively un-obtrusive approach would be to
rate Attentional Demand, Supply and Understanding as Low, Medium or High, as in
SWAT workload measurement, with analysis by conjoint scaling procedures. An
appropriate acronym would be UM for Taylor Awareness Rating Technique.
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The implications for tesaork in the Raian-lectronic crew are that the SC can
enhance pilot Situational AwereneOss in three ways:

1) CooIM MM~f en AMOmeUinMIawR This can be achieved by MC
accepting unwanted workload, fusing data, reducing uncertainty.
2) t~otae theu I ONM attet~e -esrs. can Achieve this in several
ways, prioritising and cueing tasin to obtain optiom attention-allocation
strategy in accordance with mission goals and objectives; Organising the
structure of task@ to explot the available resource modalities, Maintaining
pilot involvement and Actvity at the opti- level for resource availability.
3) Zoqamve Vaeveetanding. Methods by which SC can improve pilot understanding
includes Presenting information in cognitively comatibl.e forms (3-0 sound and
pictorial displays),i Making accessible and sharing a wider-knowledge, base
through knowledge coominiotion/dielogue techniques such as interrogation,
explanation and critiquing, Exanding the pilot's relevant experience by
simulation training through gaming and mission pro-view facilities.

The Trust study involved interviews with 50 operational airorew on the two-
seat Tornado GMI aircraft, following a contracrted version of the Sh study
procedare. Brief descriptions of 12 tactical decision-making scenarios
involving Trust were obtained from 8 airorew from No 27 Tornado Squadron, R&t
Natham. six scenarios concerned Navigator decisions and 6 concerned Pilot
decisions, all sade without cone ultation withk the second crew-emer. rn each
PilotMa decision category, 3 scenarios were described as Otigh Trust" and 3 as

NLov Trut. Zach description wes constructed to infer or contain specific
references to the information evaluated, to the alternatives considered and to
the choice of action or inaction selected. The following are typical examplss

RIMais UO DMIUIMM/ . Plying low-level. with an euny
approaching unseen on starboard bam, on hearing a mcounter starboardm call
from a buddy aircraft, without consultation, the pilot decides to break port.
mi 1CM UY1W 08=3pW IFA. With the aircraft in a dive.

and the Pilot not reeponding to -reover- inputs, possibly suffering target
fixation, and with the election mst switch set to * both', the Nay evaluates
the possibility of ground impact, lack of time, ground proximity and aircraft
attitude, and chooses to eject rather than to take no action.

The 12 selected decision scenarios were re-presented to the S RAP riarham
aircrew, using the triadic method, to elicit constructs that were important for
Trust. Twelve constructs anarged in this way. Right potentially relevant

--n-tructs were added, including Demand for Trust a Actual Trust (Supply).
Next, the 12 decision scenarios and 20 Trust constructs were presented to 42

Tornado aircow, at UP Laarbruch and MYl Bruggen. gighteen NWavigators rated the
Pilot decisions on Trust constructs ad the Navigator decisions on Awareness
constructs. Twenty-four Pilots gave Trust and Awareness ratings on the
Navigator and Pilot decisions. Principal1 co-ordinates analysis indicated that
the Awarensse ratings had a similar structure to that obtained in the SA
construct study, with three components accounting for 60% of the variance,
corresponding to Attentional Demand, Supply and Understanding. Analysis of the
Trust data showed that S components accounted for approximately 65% of the
variability in the ratings. The 3 major Pilot Trust components obtained high
loadings on constructs related to Risk, Judgment and Doubt. The 2 major
Navigator Trust comonents had high loadings on Judgement and Doubt related
constructs. Risk related constructs loaded highly on the 2 minor Nay

copnets. The component constructs and Trust loadings a avrsed below in
Table I with the constructs listed In approximate order of component loading.

it can be seen from the Trust loadings that whereas Demand for Trust is
related to the Perception of Risk, Supply of Trust is related to the level of
.tudgement/Mkarsas and Uncrtainty/Doubt. Demand for Trust generally exceeded
Supply. The shore"e in supplied Trust was greatest for the Pilot decision not
to carry out a low level weather abort when the Navigator considered the
conditions unsafe to continue (Donma E - 6.05: Supply 2 3.05) and in the
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DOUBT jnruD~uW RSK
Doubt, PAqt for Consultation, Assessment Seriousness of Consequences,
Uncertainty, Probability of Juadgement Impact on Survivability, Tim
Sacces-ve), Confidene( -ve) Awareness Press., Impact on Objectives,

Ifowledge Risk, Recoovrability( -ye),
-P-ed 3 ictability, Consiste~ with .h (-we).

CO11POMM2 PILOT 02 HAV #3 PILO 03 NAV 1 I40T #1 WAy8#5 MLV #2

TRUT/DIN US s no M 0.668 NS 0.783

TRUST/SUPP1L -0.437 -0.656 10.517 0.530 us us us

VARIAiNC Is% 17% 17% 17 7r 18% lit 10%

Counter starboard scenario described earlier when the Pilot's decision to break
port went against empectations (Demand!I - 5.79; SWanly I - 4.17).* Actual Trust
was highest for the Pilot decision to break right/left in response to an NW
missile warning (Demand I - 5.84; Supply 2 - 5.79) and for the Hav's decision to
comand eject, described earlier (omand 2 - 6.S0k Supply 2 - 5.36). The
individual Trust and Awareness ratings for the Counter Starboard and Command
Zjecetion scenarios are illustrated in Pigs 3 and 4.

nesinNomWoniwl

______________ 1 2 S4 9 4 7 MX1 00mst~alli

"IiW" __:

1) ~ ~ f. a~n xma 0 a1 Trt T"i can be aciee byansn iki

msiing decisions and the negative iepact on sarvivabilityi by meximising
recoverability after unsuccessful decisionsp and by ensuring consistency with
mission objectives. The embodiment within NC of pilot intentions, agreed
goals, mission objectives, governing rules and rules of engagement,
exemplified by Asimov s Three Law of Robotics (3sf 1), would provide the
logical structure for the behaviour of each partner in a rational, consistent
and reliable rather than arbitrary manner. Governing rules are the key to
minimising risk and reducing the demand for Trust, particularly if BC is to be
allowed to make decisions autonomously. Tim pressure could be reduced by NC
anticipating decision and action requirements.
2) Improve Sply of Wat. SC can achieve this in two ways. rirstly, by
reducing the uncertainty and doubt in decision-making, thereby increasing the
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confidence and probability of a successful outcome. Secodl, by enhancing
the quality Of judqGemnt, assessment, awareness and knowledge Involved In
decisions. Z C can reduce uncertainty by limiting the nuber of alternatives
under consideration and by providing estimates of utilities, risks and outcome
probabilities (Ref 3) * Practical methods by which NC can enhance PilotI awareness were identified earlier. Applying Judgement requires knowledge
about what to do with information (meta-knowledge). Judgement and the supply
of Trust would be further enhanced if, for instance, BC were able to assist in
problem recognition and formulation, in the generation and evaluation of
hypotheses and dmcision-mmkiaig strategy, and in the evaluation of decisions
using feedback.* This may require A1/V*S technology capable of handling more
complex heuristical propositions than "If, then" statements.
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The supply of trust and attentional resources should not exceed the demand nor
the demand exceed the supply. The former leads to gullibility and boredom, the
latter to suspicion and error. According to our acre pragmatic airom, Trust
is "being able to get on with your own job without worrying about what the other
crew member is doing" ' If it doesn't work, it can kill you; if it does work,
it can save your life" .. "Blind Trust is dumb". All agreed that *real* Trust
(i *e. supplied) is built up through communication and experience as a successful
team. Provin that ZC deserves to be trusted is the challem,.. Trust is proven
by resolving doubt through knowledge, commnication and awareness. Blind trust
is a naive strategy, implying an assumption of certainty without knowledge and
awareness. The only certainty is that nothing is uncertain (lien nlest s&r qua
Ia chose incertaine) * It in better to begin with doubt and end In certainty,
than to begin with certainty and end in doubt. Distrust and doubt is the wise
strategy of the novice.

Trust one who has proved it. Virgil, Aeneid, 70-19UC

1. s nowi, ?.a., =SM inm .7.. a t31-1913z, HA.. (1967) Workload and
situation Awareness in Future Aircraft. in: Placent Advances in Cockpit Aids
for Military Operations. London: PAeS.

2. 0,N 6. (1M6) Attention and Awareness9 in Cognitive and Motor Skills.
In: Aspects of Consciousness, Vol. 3. London: Academic Press.

3. s , l.a. (1IS6) An information Processing Approach to Decision Support
in the CockpittsHelp or Hindrance? Proceedings of the Workshop on the Human
zlectronic Crew, Ingolstat (In Press).
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AVIONS MARCEL DASSAULT, BREGUET AVIATION
76. qual Marcel DASSAULT -92214 SAINT CLOUD - FRANCE

August 29. tOSA

The purpose of this paper Is to preseOt tke conce of the "Electronic Copilot now in feasibility stage
at OASSAULT-BREGUET under ORET contract 60-34-407.

it ft iustrate the sht of the awt In aircraft applications of A.I. technology at OASSAULT-UREGUET
Then1404 a prnttin our works rlte to the -Electronic CoplIor Shows the Importance o the
Man-Maisnie Interlace. Tie techniques InveMiganld by OASSAULT-SREGUET with various partners. in
order to lacide the problem are reviewed.

In the A.I. domin ome Interesting research are:

* Uncertain and temporal information processing.
e Real tie inlelrring for on-bard A.I. Systems.
* Cognitive modeling of the pilot...

Concerning M.M.I. problems some new ideas are:

0 Pertinent announcement of cautions end warnings,
S Synthetic data presentation, especially terrain data files.

* Worldoad assessment experiments.
* Voice Interactive devices integration.
* Stereoscopic presentation...

A perspective on a future system Integraling these lechniques for the benefil of the pilot during a low
altitude Ingress mision lHlustrate the concept.

Arlifidal Intelligence at DASSAULT-BREGUET
Since 1961, the Artificial Intelligence teams of DASSAULT-BREGUET have been implementing various

systems for aircraft applic atina.

Some of the major developments are:

* In the context of air combat simulaiton

Air combat has been the subject of many studies at DASSAULT-BREGUET. An expert system has
been developed to simulate dogfights (CHAMPIGNEUX 85). This expert system is capable of rea-
soning from the tactics and stretegies acquired from the specialists' experience in order to fly a
combat aircraft against a single opponent.

For multiple aircraft engagement, it has proven noressary to rreale expertise without collecting
rules from human experts. Automatic leming appeared to be. the answer to this problem. To
demonstrate the feasiblity of this approach and study the methodology required for Implementing
these techniques, experiments on a real application ware initiated in 1965, and a software environ-
ment to perfect the expertise in muli-aircraft comhat tactics by audomatic leming has been crested
(GILLES U).

" In the CAD/CAM context:

An environment to aid a mechanical designer has been studied. It allows the designer to modify his
mechanism and to verify Its consistency easily and quickly. A knowledge-ed system analyses the
mechanism in order to deduce the lunction*i dimensions and a reassembly algorithm. A prototype
of this system has been successfully tested on several aircraft mechanisms (HUTT U).

* in the security analysis context:

There Is a strong need for failure analysis In the aerospace Industry. The fault tree method is often
used to demonstrae the reliabilities of complex systems. The design of such a tree for a given
system is an art and the graphic form of the free express the txpertise of I's designer. A software
package was developed with Artificial IntelligSnce techniques such as functional programming and
object oriented programming. It llows interactive analysis of the reliabilily of complex aircraft
systems such as the terrain following system of the Mirage (OON (CHAMPIGNEUX U).
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* In various domains:

We also Investigate the Interest of Artificial Intelligence In technical diagnostic, natural language
understanding, software specIficatlon...

The Ptot AsWldance Context at DASSAULT-BREOUET

Conducting penetration missions In hostile territory has always raised problems of workload on a single
Ilot. regardlm oi the airer configuration considered. These problems have generally been solved
by applying strkc mission cbntrol rules or by adding a second crew member. However, in a single sealer
ircratt, even if the pft is relieved of routine and repetitive tasks, mission control can be unacceptably
complicated.

Considering that Artificlal Intelligence could provide answers to these problems. DASSAULT-BREGUET
Is working on a leasibily study of this approach for the aircraft of the 19-NaW decade and the initiation
of the necessary research. This feabity study is being carried out by DAOSAULT-BREGUET under
GRET contract 86-34-407 ,.:,%- 'Electronic Copilot.

The Electronic Copilot corresponds to a vast profect which investigates the cognitive aspects related
to analysis of the various areas of expertise associated with pilot aid and the computer science aspects
relative to Implementation of Artificial Intelligence techniques and languages in airborne systems

We strongly believe that the Electronic Copilot will Increase the Importance of the man machine interface
as It will generate a real dialogue with the Pilot. This will require Artificial Intelligence techniques not
only to generate displays or messages but to manage the pertinence of Information depending on the
mission phases as well as on the history of the Pilot activity. II will he a central task for the Copilot to
Infer continuously the Pilot activity, and to exchange with him suitable synthetic Information In order to
assist the decision process.

The Artificial intellicere Approach

Articia Intelligence techniques and languages can thus be used to model some of the pilot's reasoning
processes In order to alleviate his workload In a hostile environment or help him in complex. laborious
or repetitive operations, by transcribing in a comptder the expertis., and experience acquired by the
operators, the airframe manufacturer and the equipment manufacturers.

Unfortunately the present state of Artificial Intelligence techniques do not permit a direct implementation
of the Electronic Copilot concept, and new research seem to be necessary.

* First of all the environment of a military aircraft will not he a static well known and precise one.

In collaboration with the LIFIA. we are carrying a research in order to manage uncertain and
temporal Information. Our approach Is more heuristic than the fuzzy logic approach and we try to
take advantage of the operational expertise. This will allow reasoning about the certainty of infor-
mation, the quality and interest of hypothetical worlds. and the confirmation of Information during the
mission.

The Artificial Intelligence problems underneath are concerning the combinatorial explosion of hy-
pothesis, the modelisation of time and uncertainty, the connection of real world models with empir-
teal expertise f military missions.

* We also decided to evaluate the real-time performance of Artificial Intelligence mechanisms as re-

gards the constraints inherent In the suitability of an expert system for airborne use.

Any system operating In real time is faced with two types of constraints:

The constraints specific to the data to be processed: the Information is generally heterogeneous.
sometimes Incomplete, unsure, even contradictory and in alt cokes, varies with time. To this
Intrinsic nature of the data are also added the constraints of exchanges by messages which are
synchronous or async ronous, random and especially. Independent of the processing.

1

120



* The response times allocated and the times allocated for execution of the procsi: a real.
time system must be able to cope with peak computation workloads. manage multiple tasks.
conflicts end interupts. flter date. etc. while complying with the lime timits set. This necessary
control of execution therefore requires high processing power, processing managed by tasks
with differeat prioritis, Interrupt levels in the processing. a task scheduler, etc.

However, an Expert System is poorly prepared to accept such constraints:

a The information processed Is more often symhegic than numerical, the doa generally have a
durable or even fixed value, which means Ihal in most cases there are problems of nonmonot-
any.

a it is difficult to predict the performance, in particular as regards the execution times of the rea-
eoning process, as they depend on the stralegies used. the order in which the information is
processed. etc.

In addition to these constraints, there is also the problem of memory volume: Al applications are
generally 'greedy' In memory requirements and all use a 'garbage collector' for memory manage-
ment. This results in:

* A coa in memory recovery time
* The requirement for dynamic memory management
SOillicultles In interfacing with algorithmic languages, as the data do not have a fixed allocated

* Problems of completeness if the memory size Is limited
* Finally. an unpredictable execution time.

In the area of airborne applications, the real-time constraints mentioned are crucial and
DASSAULT-UREGUET in collaboration with ESD is studying these problems In the domain of system
status evaluation.

Cognitive modelling

Our concept of the Electronic Copilot Is clearly putting Ihe Pilot In the loop. The Electronic Copilot
will only propose decisions to the pilot or present Information pertinent for the Pit decision process.
The Pilot will be free to accept or not the proposition and no automatic decision will be taken.

This implies that pertinent Information should he managed in order to minimise the divergence with
the Pilot line of reasoning. For instance a particularly important point in pilot aid is filtering of the
alarms and management of emergency procedures. The plit must be able to supervise control of
the various aircraft systems in all situations, including failure situations.

The aid in understanding failures and managing emnrgency proredures, requires analysing the ef-

fect of a failure to Inform the pilo, recommend action. Io limit lhe impact of the failure and alert Ihe
pilo to degrading of the Ilight envelope of the aircrall

A characteristic example will give an idea of the difficulty involved in this problem: A failure of the
brake system detected at M 1.8/30.000 it must not he handled In the same way as such a failure

4t occurring during approach with the landing gpar extended In thef irst case the failure must be in-
dicated because it may affect the choice of recovery base or diversion base. but the pilot does not
have to make a snap decision. In the second case. the failure must he reported to allow a decision
to be made on whether or not to abort the approach in progress. The decision-making Itself dependsIon the available runway length and state, the remaining fuel quantity, etc.
Such a problem requires taking the pilot workload into account, because decisions must be pro-

posed with acceptable response times for the pilot. This means a real management of pertinent
information to the Pilot according to a cognitive model of the Pilot during rapid process control.

A research action has been Initiated in this domain with the CERMA, based on the psychological
4 concepts of plans scripts and schemes.
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Man Maan ne INfed ~ e design and ArtIficial Intelligence

Mrs and mars data re available in the core of the different computers filled in modem aircraft. In many
lelda lis Important amount of data is not ready to be directly displayed to the crew (terrain flies, e.g.).
Anyway crew doe't like to be given Important amount of data : they only wish to get the Information they
need at the time they need. That Is the reason why our Company is working for many years to find best
appropriate ways to display Information. taking In consideration that a picture is still worth a thousand
words'. This work has led DASSAULT Company for many years to develop In fighters head-up flying
using velocity vector and energy rate for all the mission phases and adding very powerful high order
guidance symbols in many other modes : for example the synthetic runway with associated guidance
box.

We are now thinking that Al techniques can be very helpful in this quest for best interfaces (LARROQUE
87). The idea is to continuously adapt the display contents to the situation and to the pilot preoccup-
ations. Moreover Al driven cockpits ae foreseen as natural extensions of our present know-how.

The importance of man-machine interface design has led our Company to make an always increasing
use of simulation techniques. Several tools are used to define the cockpit and all the software-driven
interfaces. Final asments and adjustments are made with an Important participation of flight-test
teams in our simulation facility named OASIS (for Outil d'Aida A Ia Spacificallon des Interfaces Systemes
i.e. Man-Machine interface Design Tool) located in Istres.

OASIS has been used mainly to develop the different versions of the MIRAGE 2000 and to design EFIS
fitted in many FALCON. Many works have also been made on OASIS for the RAFALE Demonstrator and
we are now in progress to define the new ACE RAFALE-D crewstation. We also have an Important ac-
tIvIty of research in displays and controls for very low level penetration. MLS-landing. air-to-air multiple
engagement...

in order to know which ae the best directions in our cockpit designs we sometimes use 'workload as-
seesment" methods. it was the case with studies concerning on-board use of voice processing and its
relationship with other means of dialogue : displays. keyboards. dedicated or soft-keys... (8USTAMANTE
so)

The "Electronic Copilot" study Is now trying to merge our knowledges in both fields Al and MMI. Some
directions appear as very promising in order to simplify from the pilot point of view the use of all the
aircraf functions. We will take horeafler an example to Illustrate how pragmatic is our approach due to
our trong willing (and need) of real future on-board applications.

But this state of mind doesn't exclude other axis for our renserch. For example, we have also planned
with SOGITEC, one of our subsidiary, to study stereo(.opic presentation. The aim is to use another na-
tural channel of the human perception. Experiments are, foreseen in this context using devices already
developed'by ETCA (Etablissement Technique Central de I'Armement 01 Sagneux) in a simulator featuring
a new fighter cockpit.

ALARM FILTERING : AN EXAMPLE OF Al APPLICATION

In conventional aircraft, failures and major events concerning all the system are usually presented by
amber and red tamps. Most of the time the lighting of lamps also initiate warning tones. This kind of
device has many advantages especially simplicity, reliability, independence ... but from an MMI point of
view it presents draw-backs as :

" a systematic behaviour who doesn't care aboud conditions in which the event is happening. For
example. AC generator failure" can flash if the genermtor fails or if the engine fails or even if the
engine is stopped. As a consequence crew are used to fly in some conditions (air-show presenta-
tions, e.g.) with systematic alarms, they switch ouI lhe audio warning and of course their ability to
perceive new signals and react in case of a 'lrue filure" is reduced. Another consequence is the
resulting 'Christmas tree' in major failures where the faulty element leads events in succession.
Many squares are fleshing - among them you have to find the guilty (and the lighting order Is not
always a good Indication ).

* the crew has to dived his attention from the main task In order to know which is the displayed alarm
even if they don't have to react within a few seconds.

In the new generation a/c technology improvements make possible data collecting and processing about
big mass of parameters even those concerning engine, hydraulics devires, brakes, fuel... Our Company
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Is already applying these methods for many years on the different versions of the MIRAGE 2000. On the
RAFALE we have taken advantage of this know-how to re-organise the caution and warning announce-
mert. First steps have been carried out on the RAFALE demonstrator and we are working now on the
pertinence of the announcement Itself.

On the RAFALE demonstrator we have experimented a new way for the presentation by the association
of a speech synthesis device and dedicated warnings in all the CRTs. The idea was mainly to give the
pilot the announcement :

& at the best place : the alarm has to catch the pilol's attention ; this Is obtained both by the audio
warning and the fact that written messages are given at the same time in the Head-Up, the Head-
Level and the Head-Down displays.

* clearly : with the spoken message and/or the written message the pilot knows at once the Impor-
tance of the event, the concerned system and In the worse caqes the recommended actuation or
marimuver.

To reach these aims we have decided to manage all the alarms in computers. The processing also in-
corporates some lfters taking into account conditions on engine status, position of the a/c in the flight
envelope, height above the ground, airspeed or ground-speed... The computers are also able to display
low priority alerfs only if no high priority event is detected.

Using data and expertise collected during more than 300 flight hours on RAFALE demonstrator we are
now working with Electronique Serge Dassault under contract from French Government in order to Im-
prove the ltering process. Al techniques seemed to us very well adapted to treat this point. The most
interesting cases are concerning the behaviour of the system when for example, an unexpected engine
flame out can generate a tot of detected misfunctions in hydraulics, air conditioning, electricity... A sec-
ondary goal is to examine if some false alarms can be avoided by comparison of non-independent data.

CONCLUSION

Our belief is that Artificial Intelligence and Man Machine Interface Design will be strongly linked in the
future. This seems to be a necessary step In order to allow efficient management of complex missions
the Pilot will have to perform. The Electronic Copilot will be a good assistant for the Pilot if it can follow
the Pilot line of reasoning. This means that the Relevant Information Management will be an essential
task for the Electronic Copilot. and that Man Machine Interface Design should be considered as a field
of operaional expertise as welt as tactical management or avionic system management. We are now
working In this domain In order to allow Kuman-Electronic crew. So. important effrs of DASSAULT
company In this ild are essential for the design of hest ompetilive fighters.

1. SUSITAMANTE N JL. BUSTAMANTE
'Integration du dialogue vocal a bord d'un avion de rombat"
AGARD 1988

2. CHAMPIGASUX G. CHAMPIGNEUX
'MARIA' Manoeuvres Adriennes Rtalishes par intelliqgence Artlifirielle"
Journes Science at defense
TOULOUSE 1985

3. CHAMPIGNIUX G G. CHAMPIGNEUX. G. GARROUSTE. B.PAPONOT
CECIUA"

Colloque Lambda-Mu
STRASBOURG Octobre IO8

4. GIU. N
A. GILLES, C. de SAINTE MARIE
"Apprsntlssage automtque d'experise tactique en combat muli-avton"
Human-Machine Interaction. Artificial Intelligence. Aeronautics 9 Space
TOULOUSE September 1988

5. uTT K C. HUTT, A. CLEMENT, J. SAULAIS
'OPERA: UN SYSTEME EXPERT DE REMONTAGE d'enqembles mecaniques pour I'aide a Ia con-

cepion'
huititmes journmes internatonales LES SYSTEMES EXPERTS ET LEURS APPLICATIONS
AVIGNON June 1986

6. LARROQUW 7 P. LARROQUE. J. SAULAIS
'Interface Homme/Machlne experts pour une cabine d'avion de combat"
AGARO 1967

123

I t



Lowdb of Auloaway in a ftoat Uoosteo Ca*wwmmot

Richatd 0. IKuobsaei

CREW STATION 31MULATION LABORATORY
Rad& M. Be.

ARTIFICIAL MITELLIGMEC LABORATORY
K~abeela. D. Palbo
HUMAN PACTORS

DEFENUSE SYSTEMS ANDO ELECTRNICS GROUP
TEXAS INSTRUMZNTS INCORPORATE9D

DALLAS, TEXAS M521

Ab~oo

Tho iatroditlsme a a latogemt meiedma alled isle tath l& WOm wi allt the
dprtlm l= L~itotws the11114 Md buml rumf twdegUb~ewmm

bet' lathe. the dII to todmee p~st woulmud oed emsm . roailmoves OW ved uvlwwsht sad
emba. the pst's dismisal seaemm. inwrdmm eapae Watem M. tb aeei ming thoe
mmmd o*t up fto a point it is hoped tha limoodmeheg awiedhoee b"e. menst wE upsed

The *Levd of AutasMW' coarept iemsle etede.s em th medlisem loo the own-

.IguIl TheeeW indem ars - the W @*atbit sei to eeqmibeminb h
ahewastli boeaul.paa ss eed loew wa now" to pdii the wt

st~ adebd. Wb he mor tawe Wapee ew o le-s the oeao. ebr
awhle.11gorm waos paeem the odtr ollphlt ofmemi emsmk
opewat A stmmD V 7temb the spn pwst aseI bm b hehe isd VIC

but bass theatqbdomtd. mm -mael 111. de4e -gtrb~e 'lee -in."
mad~ ~ ~ a Iemuate ofshemese ha m-t "6 &MIaes to th '"aieMmetw bee lil I - ---

bh -"ova )tade 1epm 6 pl mh~andd the ol

mu ealums das. toeviiinf obir 80ate =Wes Cdezm p Im the
=tlgs M igees o boh do Sw otbfgemkin. to thet otusipl do hWbeat of terb botwm -s

There is. howevere *m ding heth appets ofmai wi wem macho,"emmeet. h
dasgeir mie ko the, smmid A~t o e BC to voead to the *6 awb d --- asom of

tahemahat~. 1(a pstdoetae e eeeeee,(b) p~st. slaemweea es eovesle, mad
(d) the Paspe~ to emaeaed hoop -eel-d eleest to the Bi~t O 4lwgn be ied he kbm
the p~ms 4W the 0 embounoud we "o -hat thub -~posmmm derll. iem *a*Waf
This iatesw hem hess Idlld he pewlm pubiemw (1) (3 2me withoutb the hebem of 4pm.
allocation, the bhibo a~tsemht~ ofthe DaC a Is had to thdtin o mide The do&su
whom sa aspect ofb sts is eIa mop be' t Ie to aotirhg ta* pGA or& emaiiiidis wile embher upon less
the agtmuw to eceeme eushithie MM it Idetmes.

Ap qepoe estutisto thle 0* ai Ismtll dirnme dismisisth atAedue of" oac

whie m settu posmt. helt sets a "ewt the LOA to a pueldmiw hel am acmer-
qusto iphuatelae eohgeee. ei mmdi. The aIer - uequsl asfe

Thevere ehe reutm beam Wdetted by owe euhehg o a LOA:- 1) Whet -Opetm aleip
ta oethl smmtdatiy aeh oIdt h -~s eagmestem otatestn's hebawlme. 2) Now
'All tis hlip mi. patee arguusteraofte si heoste owd m i by hr he ilo

without hmmveb pilot wui a a ladlarg to the dsinge tdted too. madl 3) Whet ir th-i gleob a
0~m~em deIt&d 6Mr theo bae% 1am-13t Is tepd to the LOA emateset?

124



bsmaie Of this hel ber ams eMdiua tbrw*.edeet behavior Gof onehoard simma
updto thil syewmuww tomatFora plmlgapw-mhvsmotD mm maim.

turna -meda hederto e l peateutos aet iyaam' amo" of ehe pis bpweesielviudpedae o uil, eds tea ehr ping yetou ebmid thsber au aim he ettoapeja to
apple. Th.W....hdtmini&er cr ew@ nowesa., al Isfherafose " seai ha

ThS reaqukree a es o eamIlft 16 _8M M -Oi plt4modal h hjj v dyuamk

Dbaamoa of thes thms ioplas b peeaeatei hoke. The LOA coeeeart is formaL1 deded ejra LAm
coaoierm &We dmp ia on. mtroducod by th1w riqmesmm to addam samruaw ormw peoprsoi
reheaoeahip in amy EC-Ih Ypewe

As maid baow, m p~gae (OR) bib o li gletoearle admteeadb

atmaio pepd eom rsgseainemraown * 1a- ofuvr hem ume% - I- ~dMmiafd.hiemasm

ob d mmpu oil aasabeda ahh. adba. A& lo mahm.a

. .... aem t themmra or$ R. "(s 4tTh dodbf

A) IM Nut Pse6a The Aditl - In 66-0k, thes b me dhmle mmd. w"ie the WC eald em
peab& she atLee A Omale ki donow to woape ddkeej.

demml ~ ~ -II.. d~tI qls ~ e~orsmd Soeto ml 1e) de mot my $me*y in
emaruem, - mehe~bytu. An sI th b d o f fotd tme a Peea cesrr

of pes Aehbdd mwte datlamb am bay e poibeme bye ampses i ym awl
"a sh ooemduie dh esead emfoe oLyi-m noi rte hriugoostsd~ehs

C) D Mito ed The Pfie Me~ Pbs AMb Ow Sm Aetheehed LShi - to this 03. he DW b wow
of. . p1bo11111 hubf ma ol l? ffmteehtel & sraoao

ees. TkW b Op w OR V'.bhell is th DCw6FO . A nhee he. bthd dpeulefea

3) WDC 1ap PMe he NM - In the OIL the emdi df MC nn@*$ d". he=& mt hm aqaubed

by~m .mav pfts. ha aewll wall he the & feamuwmi. Awee f the is thb fie
easusdem whm th DCm~ab owm

doe. spasl atimle o hebeh.Agi, bb E eqie wlu d s m woee beau inmese

whm mahe BCa,~uima t9h1 eminpl U-ad Ma bR'e msoataI maolab of e w ru mdw

paTo oea esmd tim 03s OW ps& cuesa oof OR 0

G) DC Mwp P bAn Th e 0*e. Iot Vub Comreel Ane The P1- Ina ee dtei hr
DClmie aneaw mie co t. she Wls ml mea ftess fl bed eiit ahei a

seaied h anmleemilheth aaakisl of a siiuu imA t ee to outd% Asae
40pon" o125



2w mor Mew beh The Action. 3.a Muat N4.6t The Plee Whim flu Cuuwpie.5 Fee The Plot - This
C ~ ~ ~ ~ p& -9_m bbu pieSw bykied smtim sc inlusin hbed impined an sh lowr ew0e of_ Iti ehnseaaadh h !?Csie

rumpl a dd e eoet of tob s 6. he eledu 9 Ile s pe e WMe wal atmrekdwoi. A
memo wtfsWrbema ronf delul stameW rkl 46 bestdgae.beterieoelgebsteuse hee.

Theint,.. the pis isa so h rud. bet is wu'oisuu MeSSION.

3) W.' Maw Astwsnoodw Po tion The Aedu - Is this ea e, s pli aslreis in teurd Tbbl
raw is dluteded kr he fw aetumetes~d tom (OR 381 is AhM ioneve of outesown mled phtye

off" be :Ade a to w"ee at two .wse pSem he iruehli wam h assulylsas h
ioom f Sinuks insi the ofi $now. imeabport or Jan hi of, iomsmn isooethe

exempie. Ia is wwword thes she a* mp s ori hboomy =lihse w astonwoo Ut ardwlia

-b w ted nwls o nmia e tmph etuud, do so moss soph pMUrsinl

theod te.relawM ~ oldS is btudm -"b swi sle ir 'A

ether aumusm comseoW a.., wshleu). haw boo. sidbwd euie()

W"tish M -wpitdSauuaeda udhlmlp ou e e masit ai w
30, she _LID e~dsedeu~eeeo h A be-r e uadffsi.

is a himer4e heud ssh, belAIt ,h oekimdeussivO -1ms hepw aShe le
%f t u betwm een a tso is weaps epuum aim, is euhud by aa'eel oh t mas"
sh b"ebl 't G, anh ari, Le. ies up oppihier ?ban e us, wme ofeu ittagiesog

W"s ohe hadr of the 3 be th ripli, bewu, -1m no the uu sueuheo dhan poseod
am"dl wU he ha. sourwan 0upie 8ae pesldeesaumoode - ,undue -m wodlouid
coatmies eUdmseuu&k. uSalow a dpeof slow, IN. Reeidue do pies hu low s. t moss

ad~~ ~~ 1sagui the fell"e sod thindh as ueL .YWI tIeU.Isdm od db Oft-
thuS ane If h aupa *Weh sr~lsi ee

0..a ow l e SM. nu Iuiu slof i is~h ima solemhode (is 5Mm now, she

hauepeesm dew d IM InP" OR rdmum e fea

Slpbl"suew hprnu I III's mIe aleduy lagudmgh ide te- padhmih

diw leas assee SheWo &Ndhum i heowud auidwid imnuhe

bw bite the ddat$&sa *lA-b - W -_ mpae h - eso ftimdwi bt oe

to is a hS braol me-due imaple, &Ah * toedd Vni euaa.piadU m~u

Thdbae w ies d a* 1he 1e all theW 40 a3suulu s~d al be~ --A S

el~a-I gmbis dd ew~Pinhease a subte dogeaeIs.telet Mmahqr

Asitin11614, hru se#A *%-a two bloo" ld swvhe ws adsu e Rh

amdas boasbue pu deu h dpuabe 45pem IN". apsdled slu aniS

IN.. . . .. . . . .A.- 'd



Wea ofewat 4*v 6).sew~ INdeed Ow LOA mo p~a 6am theb' psof .vim. thes

19'4111161~ - s - ah~ .btn m to Olkn a".-nsd.Tpit omssk o so
"me mnww a a of a m pndho dtsomawim 1 a tlnd* Indy ftA916).i

.a~e~kgbK o% b . auemo t the LOA 1am. it was Ioo to bewed am no

j ShaM the gu uo 4ghb*, ORdg~ ite 00he ICf MMno.# W&sqs ft %&VUnAnd
(a) bbi W&i t ta a (b 2=80 ansaai P"ath,& oy

Dala ~kma th udk.wA1 Sam by~ th lt fi. m LOA nod me
inSmMe ds obadk INft 1he1il fo desm se awiti a esS

to spse .mlmgdsa.Obihd to psud s a rSo eabigomwetlbe pded

Dubqssa odus A im.a&e "os IV w P&L' Noim~o"hssoa (tpb
estob~u~ed4~s~v a~ml msoatd to *map id" ahs ine

b in sn WMim E tw X ow Zom 40 Uss!asm dgmt i.puaa
and pushauk~e& bstius .fihe~-is& noabonma (the &iu m 1,~ bhn.

(a ~s.~.sie ( agwtkbaek As the aC k. q~m ebsbdsm olaba

DC as b hi" bmyis ba'mU tosft a-in V" onet- a EM
eoss~~~~~Uun~ at=nd lshtutsm

b" oflkd peshamm,"oat &ms tht daastm

It 0"i MM hat ha my of$ siowd"-a
ssaskeoyapeeku asm.aQ'6S

Ukeaka LA maS; ",wi omsa toteL smmtso ai ae(

a.~ ~ ~ ~ ~ ~~~~~a w~~abmtu q~a maa Aais h hpmi a"*mp
oatsbu eth wd~w

02b nl" mo @W Spum be*si - sd PmsmA

bhe& k. mad b am. Plus, See pAbam seIum a "ON ea a.

a. opsqat. spurn.o

Akmat "vim a dsod he 2. ftda aadd**,l The Ot mm dalw pWa a
PMtowod d mrwI* mn aibm aC. ca~ b du MS dond a

hee kmA coo~

127



dim Wiiin of al pasibi ORt's. ad ohf WOd~utiONh Of AN syst anivitiuu as boinaa to Om. at
ow.aii ma.dw h f~hblb pwwde hel ad cfss of isosees

21 epas Thor

Tbuipsue he OR""wui~ sywi o 1o ste must hoe wkt tha kt dossmn ea.sps t~~e
aem. ThMktis Iswaplespdmadw to a ultamiss wbese the pgs ud11 theOf iugSg A g.oJig

teaOie i ise as flff. Of pgieh ea00900"ms loh i~p.. t CQseV IWW "sub
whi eeets~tlsss impaus -noa Amaw now be ateovhd he an Amumar. lsat oom

tieX7etc v is' sudsu *w fortIIu Ore PCm w~S 1 tuw~ a :oJh=s .1tofptm
a.~~~~~~~~O Pkae h siwgaeimariata~d

33 Dyasufr Alowaths

The Olt uasmpes suwet wheed t the dssale do u ofeh Wts is oh. seem.Ast
w&A ~ ~ he the piu duwt thems Wi wj "s;C to dede whihwm tossss

allocation at tabs. The Olt mms -hssbs be s aIII to pius ""M~dhS pma- earns Pilot

s, twiu ad wbes. do lt m b a t o semrs his 1 Mil sem Q ihao * t

41 Pbs M ofs the Spa.

The ORt mus be Osm h moo w llw a,~ba die elass tuit""m d ba b mm ad
moss huE ,esi hms bp b 0111siuh

The~IUu hem Oltkt~ em" gouus =06 Am ~ u dmin teIs, -a. i.
mess ~ ispmit susutia uabk Na is busied

*fltor I a ",sas b e eksm to whit tdo sp of 00u "Oseis. I=uee the imt. h

Q SOMwms hDMws, a dupsof dodlodaie bs ohr *sMA, tbssu,"p*t mpis m a~ sisp ibaimsb epstdmu s eshusIsr.s.

Tiisma s-m sps

bathptidew ust~m wWido sis The piuS usudor t mum or

ah~~~emo Wseat, haa Ore astam ofa- iuatu

atOwSCm ibo1 OILb AIss o he apsis tIi las lawu the6 1m 1P $f
tabsi *-up.s

3) DoddesbAedWdmkeAI

ofThe IC a hems sod OR!ihuhte A causmso m ttdr sfm Me W Oto poul

5)s All~s Asdu Yaw*

IS. ' appi do "Ovlmmod skhitom. btheIC v a eow no* ofb Arm aud
this. pI~~~~~be.S4IUa LOAiu.b r~m am diddtb)Smtebut

Ploto ine @mum" tsm O be apis psbu. u huh hvsuiuts ba qdkt dwadLs

1) Siltusi Aesmus

IhTg" Air Csmnud coould..umatlusm sus. (M)a the do*e MApsa be~s is im-
p als piuS Ikm.. (11) (12). SA doeads as she abMW loe e m At. *"i skuft "t ma
WA s omss (dbs to awwsuss am te MAb Is emke.The Olt KWs m e Awpill md his
WMAu a0 psubs 46su _~ this SAe an 3wspslsa~we spi fbI t um

pb esab.t eitgu isv~whm b suwssth iu tomr 60 inufmisL4Cdpsd&"

apses atUS

12No



2) Iamwetiag with the Opemsiml RulatisMhP

hei '~ m Ma the meho WW at- h4" mMA hm."!fgGitd
tnmh - - v 9 b ltm*2 " go 'W oinh m st

psuwuetoo ,a -ulmd. edes to= edO oltesp

OR Mba e mthW OhR WAt ita b"jo sa9gahb VU 4%2smw 4V pnee TW*m

repr mo~w a arp" ow 66t he .u* ofth sdosi PuIOA VA b
-milt Tam. ta th , -, ,I

bmU s4s* euhamew he weti .- h 0" WI ow I at 1" 0 tu~aow, he A

the tolia bej p. m dih lo abe,

A Ieh insma beltmmt ke th the 01 OIbft the inth uWt setun
hAmlwi USJS ps be aw s ow ob" ' ", sgSli C- d whigh

~qitus4e th mum A sati a iait te wemia OR its sum is a I s, pamw
abpbW ad "atsd Sw vol w dd..esato M ptia.

3) 'Ihahis Rsqdnastu

As a"t an losomn. tu eas vS he tpia to m the 2C. 7We d.Um ha a*p emde thuin
UnPsas .Limfagmwoud me inmd by hduke tdo puhul 01

Assmad ehaomfet o - -, -- -_ P, -_adm th 13mp~a Ath. ORt u.S be odud"
IM~as -g @an hewmisd kt tur of te mm of tde amom :hem aw f
met ta ad bmmqdmm bpo.a 4phdl~~ e aMedtso

th e i.im of#* fmuh dw hoewns, soul
NO IL e ta s psab-m drl he im s ,na hm4 h f tdt

the and iis e aumoso hpt.j

T~A 60 athm aibs "=*" , ft l d d itumk wua tha #Awn hegt0

~sdtr b a* LheOA bp., asi s. ttii b.~t ,iilg.

Of4i5 .mOs&%.. at the LOA wooKd hoom-,heawmhhmteemSU mI
.d.dby me&~mqei muo d winde tmw msii d* rma*Aa n

woudha bow ioliti bdw~s be h peat. sih a ' -feto il" ow m an nlgw

4)I Lm S.

the ~l#m ba dpsett hea t t ft to bannlh !!,* doaSS

=1;t @beu" ad eoftp bus dd. th oom ittha
Empgsumt 1o h iss i Iu !ei tal osls pia

ad umkusim puet-~t o

129



Mb Dimiew n( Labor

Ths orkesgd OR lepsits the diiole of labur. In the piet/slensft Sueu the, m a S ime mumbe of

_pi4 3e m.bdst !4dd hm dW PAe a* d mtwush ma pnus noeuguessl ~ ~ ~ ~ ~ m~a" hej~ml, aais ~sbted d eadle, a wa thew =ue of thewdo" intls &W S.he"ass delitatLOfA (1). Tye ofdie lio. mathed IR muos toawuahd tom amedyg.,. 0.,. tuaswe&I"e sad tbsuutidiiid, they se he llbet

Thus we esssy i twend .qSw atteek uklsdi ag~d" A si mb alleatlrn queem w-'Itisis Ad t A t=ubdume aft IWA hu to efithe ADCo the P"s Sewcam"abhe .- drs i 1; ... ... ... 0* 4 aeml eAw" lk ?NleI. uut wish this meowd are wheseto
and an fo INS =NRA J a M r= Md% ndw

Irm t MA alwaidem i auhw lemb Dyei n lbod i. be
thllao ama muthd"wbesp the 'u i u& the am* wh. at tho musa ha de. to edto dip auk -l mm~ to 76b gss wmg h 3 qi) Ti sias dues ask

......... .......... hwae, Is tha lw-b aW t o aespbu damth m o pem smtio.Va~sed abs he~ws isthe did, eflb* -] 1 pub..n a dosm Seek ummapmt

6) Wsgblusd below

the ue wedllbad, lbo Olt =usu mat m . wish in gmm]. iemaf OR wil hum avu effse-n ads w Vim bei Is sephd t hawai wink the Dby ~m imlaismm evoy lwbe sqi.be. of iipsam.TeOlt iSed he imbueod nisb thu is B. lb t old do lb ist ae

As s~~dhe*. lb dii. aflbr Olt Shedd o. be mel tha s ainum bul gittoh s a

gabSh j i dIS ai ..m t auhumem b hdimipthe ~ I = = dm~a.wu diu e lbs l. uum inw~u by lb DC a=l to

A meihed In milsig lbe umpulug to n* daildadum (mw gemihhu by lb PROt) Shbmidas he imuupaled he. the ddIdlb of . ho lb but ouidmd (whom he on& id the
P! *miks -A"- isM add lb glut ob supam agis isthameim haie

-won-* "~Ia Seeks an iiein sawa widliilm a mdhud far
It Sedd bae t lb poumai of man OR Go Plst w ibuede sius mptoa ogum"w.

and madoe dim

?) P"tAsits

7Ue rugta ftimem mst he oneptahib to the gluts, lb She wE i ho e tulsMau (141 (11). Thrs.esmmlbhum hew whi bess tmteam ui or ishng toams owt of theI ftM wfth sio bein aide Is own" eusi ad) Smumnwish ait lbn abe toa m lb00- apti etl &h OR a muad amt s alihef 0"y AMs. gitmi
The Somone h led uslsoueb is oh. waewd aslb pstmwl ed ssi ews

~~im~ mit she thu o asjm Shedd be l th plied1 to avoidesmmi~~usbu. ga= VICdu swoi.. th plu Pi ipegIS ma of
so hemad toema l CisNa w bpdss.

As altad h h a~ m is at s"umly a bed thing. dew. a - .ifmUtmlbtoAJ Isi "rsuuwimeeum "t .mbyidep a widrno of athmtm St a
lb O~di~.I~i.. atlgm Two flumist V wen e e Ahim bh. isj gist 40 the oeuid

IaU actiosooum a n b d ats is Pak" an hi6t =%%is 6601dMeqtm "hi CaM "pMANat ~uinm mss adgsdi Oalft' o emet atup-iit emt 00lbk LOA PASS lb is

130



be &Wb toslw Att ORb wplaqw amdo sw lnAg mts ssq~d a bsmesd (the j toMNmmMM

ebwiosamt. t' lA-.M din t b hr WC. TbVft Mi.p: hEt lesawPS W sogab

to dwau I~iuk o dtoo* b"e s

Amoshr tomeum a mushdhs dane emto -ae .41mm hams ewhas
tubs. 4" e " h e 1110110atNN- week-mms bea ies III Cani m m an oi to omme tham

ti;pio * es as IC(1k (14) faswm roaese shdw im .o the Wk," of lb abft of tdo
Om o p 66 *vmid ulw#6*Ae sum.at th dwm o arm tb

A pi~sy T eii flb hqw,4b a o by ajwm~w lb alikas eut(qte nma

duesasheg f aluth. t O111ha h m. bad"~ thuhsa~ a ahssa
dehae~ii obhhpi fnsedinbdt~ -- ls

Wb msshpatillm) b.IUt

ON, CMN odmos dai uh. v. y.owaftm~ amua im iad to LOA. It
is sulmmd tha an sC-eam wN= We peas Ia i.oui M etpa

a a u pm -pm a oter peseams wfesegah g in hek t mmedums wit the pies
Ahkdvjllwmdlb a psodl dwh thWAd haiae .pa psaan fs 44a phooft dwsft. but

thit is Obimse uadh.

3, A~ dath. asuo a *ag ss moev.ew asoi ws -4ampsds
emomim aA Olmdap Qbp

osuhgat thd sw hll qbm ~ coabde aJI (F10m 1a peft! of 43 spats.

To eas Coes, bowm w r FM1 fospautsg e be aoliu bum. the deasat dw thR0
ssbdugsmimta W"s theI init LOA mwlfs e peie fa the bissiug .i-u21

as ow d. d (4 iiioi

t mo sal hl F1 opeit lb oath.m te aur msatO thmaim am~s Wquw esbaI In w ode a5 he7 wa of MINb him&~

dAdam m lbo t ha t . k dmimu ago be du wail uma401"is e* av inn ,am 10.

do dwusu lbsv tbe emsdae -f si w am Peet
Afmih. a eaishmo*dtede.Amuioa euspie si ijAmm sseon"

hue~~~d ahd br itu

IIIuse.) XX9"ID te Wob
hav Iesee oft the 4besuitt

WA Iei poulh these pat ism twlI SIOVWPn o me* ioinIs
oil pltLa cum)e d et.wl. teP tII PV1C a ft a msIw usamem of

LOA. k is ta hss palwlh am lhake
IitIdull 41100149 hu paplu eedt hs INtesalh sthe P"iC l sis

a espitr th1 Wubh.m Amma ughdInthoeteasidarmulam aelmaed aids.

131

- IRA



Thap-,*ss~tu ode. LOA OR wit he depeade~t I. hth., bhoientips as wet a the r&sihjjef th eMV rnes 411w11 ump 18 0edee 40 elewtyd "Ibha.e thPe Wo~us.rsw OR we must cosoo
tIeehw w Rsltm VAnu w imIpesis Be 4.tsMi (a) the OR*# aowd a

~wmbest ta 96id the I.~wh" at p mu fir Lth~~tho the
oe or he eswiag the Isow .si inve mommtm to~v~u 4I thesc "deto
him", OW -t Veus 9tee1s .t oomdileadhu to the OR's. uses pompigi et. urns he stud
epeeimetd Is ~~ to eme s solppeopid. O is Itaolmlosted

Tbe above distumson wus bused es the Utests ued mal esvew ipee dilu oti
heiew oe hm a~m nmae ~seetpea wheb ame attempsisto meet Psojot

Fmu" Sa Ift all 0, s~ilet imes 1. nii WWd ieato. nowiff. th mice.. of..y
dyiaoasi u sdeysw~di -a* t-- Imnm-tto Btbaeee~eedsu- whom dm1. . ezpewthe
is the piclohe Wlleble (th PVN WNhW eS7SU t 7bog ta h ol mketao
alteRnatve, lit is a pusstbulp The, eamte etod of t"i system asee (a) the ieivath. of
P0d111 inUMM(1? 1$). (b) the a"iat.. pies _C46d1 Olet tern a iof t wadehd. ateiom.

~~esemhqte 1. th tu b om damoebes Suitt peaku we s a ee
phamg i en S uwe tw a"e 4oebb eysum 1a, ale ,01e"alti. the sumae

aft hwPast.

I. Wow &WuthgJJ. med Bud@@@, if-i, Aatrnlu.1.th 'o £up PROcihamAE3MU ASAOSM3 MEAVIONA& ERZNCEOLG COX-
13313CR Long DSh. CA, IM6, . 1i2. Koeuire, R.D.. 'Ahevar As Vsl St"tu Ptuse fishes MOuW PROCE3DDPGS OF TES

AGARD sw OMC N 3SMCfON AND PEYUO.oGIcAZ. TRAInIN OP PU-
TURINOTER. AIICR2W, Ahe Own,e Avl 1816

3. Shoud". 1J.. ep Coatal owd Rum Ahueths, MT TEENOI.OGY REVIEW, 31.
4. MmFedMinAL UarIhhAm ... powa at hulk... i. M.,-l

5. i*Atsrniue GeTeho, ROM 133 AN A A IR OIT
*DBoy, 3., sold Is60^ F., 'Aatmwtlo.a so iu Aheatloe Laphnuig Iowa. sd Appmuhu,

NAICON *U PROCERDfIGS IftL
*. Dope i.t , L NIjinhsf of the, ruws Auethts Tm laimu he., UMA.0 Ihohb

" -. s k Ri., sW 3ttal I, 'Ai Combt SMd MOMti lobsgme.," AIR VOWS3 MAIGAZIE Oct.

8Awl% A., ot aL. -1 iut SPbtm Advite Now Shoubi it he Gle..? bo PROCEEDINGS OP TEE
MUNARv IAIO UTSTfAMNAJ6 = WhG 1866,34ft

9. pwb% KE 7-! Aboalm for as ab/kmOu~h~ ss~~, TOM. hus.
mme i.., hauu T""h Ripest, T"lT.I, low?.b

1S. Mues.., K.L.. sM sihM. ueuedMKiwladg Aeqdde. hr C..I. Avitilue NAUCON
11' POCIm 1845.

12. ~ ~ ~ A bdh mLldu. so0 COWU~ "~ o.3 CIM AND COMMUn.

13. Wha, 3.1. Dupin theMS Slat.1n P. lt
14. Paibs Le'bu5 awl&nmh hllt 0.s- 'AM3 WAEDave M O etbue

IL. RMnW edDue S.3, 'A hmwu for Rasmewh a Adeptly Delkit Aid.. APAM3L-TU-

it. 'Plot hatmwaed am Tba Stud1113" P"u Vo Its aes an" Tie Study, Ter

1.Matho, W.L, *PU hfueAP e 3mph,,' lis SUPER COCKPIT INDUSTRY DAYS IRIRMiG,

ILCON oi ,*uonf h PVst/V~eI lakbs. Thsmugh Cap"h"t Amnumeat, M4A&

132



by
Ibtlev VsA" y,. &all, Captain arl S. Lines. ad Captain John P. Sonyah
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The ometining evolution of'fighter aircraft te"=1sopie is goer-
ating mtial -e. system that ae faster, bave greater no"g, and aze
mom s thal. th. ovr befos. UaiPz*Gdsmt.4 0antitte of Wnomation
will be availabl, to futum, fightme: Pilots. Succsss mud survival in the
future air omat aena will dopmd "Pan the pilot's ability to Copilyr
assimilate this Volumes of "fotae into ofn accurate uital Anne of the
aewial situation ad to make tIm6-ouiti~l BLSibo,-ZUeti dBOULS"~e based
an that assessment* Zn oDb* to 030"90 paet",id Artificial ZatellkwMo
(AZ) apicatiflO designed to help the PLotM OWi this NMs Lons. of
data and spedIs a- knowledgeablegod tiosly one the De8emq.
advaaosd Remaago Projects Agecy, and the RAV Mogos Whight Aeronautical.
tab. atoVios are sponsoring the Pilot's AsTis intmot
.4 remasmak effort bus two prim, coutzmtot, MAroautical
S3@tem Copany ad NmfoemUl Aircraft Comay. PM'ilot's Associate
program peawide an application emwizomt for AZ7 ofi aivuened processor
teaoologia to d§Velop an eOloatana ozeianez tor a peat-1995 simple-
seat fightez aitouftt.

This paper descuibes the, fmatismal modulos of. the Pilot 'a Associate
ad ousiwet doaUslpmat status; it postulates teahaslogiesrequired to

make the pilot's Asbootte fully fooctionals ad it easoludme by asking
justiass pmgnjU to the laag-tern ficture of elooatesic amzume

Pihlot* eselt 4

The pilot's aso"iate design oloys a set of si" cooereating expert
system to tom, a decision support sytos COX future fights: PilOts Tb.11
six espect system ae NIel= Pianaet, Tactics PUanaea Siustce Amsses-
most, Sytee Status, Pilat-vebiolo loate e ad Mission umoutiwe. These
event systems mast ooperate to sucamstfuly perform as a eleoai

oan maa * " thegeby LaZGeovn the Pilot's situltioRM awmainest suaviva-
bLilty and omat effectiveness (Piguf. 1).-

qmpe 1. The PeG' Asaseft - OMM OBOMis
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Miasion arness This expert Slates calculates the ..oute based on
such information s target location* fuel consumption* timing, threat con-
diticos, weather, terrain, pilot preferenco and rule. of engagement. Rapid
reaprne of the Mission Planner to uneectad miasion changes Imcas
the pilot's flexibility and, therefore, probability for successful miss ion
aocapILishnt.

Currently, two search techniques are being evaluated for routs,
planning: A* heuristic search (1) and dynamic programming (2). B ecause

* it doms a thorouigh space search for the route, the Mission Planner is the
slowest expouting expert. But, becaus it uses move conventional pro-

* grasing techniques and, a fai*Jly limnitad rule basS, it may become flight
* worthy simply by cptiasiig the conventional algorithm omputations in

militarized hardmare.

PMaste PLarnee. Mhe Tactics Planner Is the expert responsibles for
suggesting actios rengarding Immediate thrtas ad targats. It suggest&

maeves woapfns aad ,o teaaI uem~loyment, and sensor uses. The
Tactics Plamee mast also moem ateatics for multi-airraat f&lghts,
not just single aircraft missions.

Corrent Tastics Plamas capabilities take into account sme coordi-
nated two-81hi. tactics; but* ONLY in COarse deail. rt eXNRA, It can
plan beyoadpvisuaL-xag air-to-air attacks fr beed-ce, forward quarter
or bas. fTe Tactics Planner emnues that designated targets are assigned
a m aV, se that thems is no dombie targeting and no missed targets. Un
addition, It plans reactions to unexpected ground threats or target

To be flight worfth, the Tactics Plaim needs to have quichker
responses plum greater flexibility. UZ it raeomans only a few tactics
in mny given situation, it wll becm prediotablat and, In ai combat
predictable meages vulnerable. The framuok exists to expand the
knowledge base, to yield a richer se t o possible tactics for considera-
tics, but expanding the knowledge bae will mahe the Tactics Planner
slowerX not gqiher

The probem of fiesibLity and epos esare pervasive
througout the Pilates Associate in its current develogmest state. That
is, the Pilat's Associate needs to be able to respond to a wider variety
of Situations nd give quice responses to thes situations. Becaume of
its pervasivenssa the is of response tim is daeered until the I~ear-
Teom Technology RAquirrnent section of this paper.

SituMaMin SAMsesMM 21The Situation Assessment module is
responsible for gathesiag data abet 'the outside world (surface and
airborne) by correLating senses data Into fused information. tt priori-
times threats ad taos based apes mission cbJeotive, location, type,
and estimted thrat lsaentia.no

The Situat Assessor smst work wit uncertain or inomeplete data,
which is ourgstl con of the mast ohalleIt psob;l0 facing AZ
eesercher (ins INget Is Lurthes disssse L tbehe~ ar-iei Technology

asigirenetaso atcs of this gapes). nile Situatlefn Assessment amm
access to a sateo-h a senses suite Md sene data manager, it mat
still idetif the ms 3ltheL. threets end ennitor themsem closely.
Psting high lethalit threa Invelves inetEIniat o estimating

threat type, calowhatin OecmetW ad datseaing vulnerablity and
intent.

-urtly the Situation Assosamet module accounts fog uncertain
data, but only by amssming worst case conditions. X t maintains this
uncertain threat Object 416ta in preparation for eventually working with
Imperfect saess * The Situation Assessor highlights threats that exceed
a lethality threshold, ad it omputes missile launch regions a Part of
its threat attribute fIe.
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ted Satedu. TU aexpr ytem monitors the internal aircraftwt

frotme todiosisrain thugh crthi n ineato etwcndtoswh
system.Syte Status trcsarrf atalso nfentually monitor the o

ilot an& Taisociaer hat iceittion s an acrafnt forbst*
P mao actii s.

PlretyS a n tts an Od . manyryrent O U Pfolsandear
filatee frmlConsrton dterough t eyuehis itrconbweeryte Satu

and tee elyn Syst Sttuos aw tevqie eentue mnto theamlte
Ofthe rootr auseA1 ofO efntosinhoevr it c san seraf susyste ee.
esuiett hmalfuncti ods t rdc alrsbse ntedlf.in

Curr-helye Systematuse The sle o th mailoytemhicls nd a
module malfontliontly proess the y f acaaTiablet mthpio

incannoto relimn algte m adver te wood rn erfdoaoe pacto detois
un&cotolle ifoIMSUtionA1 flwhioteveict antrfe rssesoning ibse
upo thdrculect situato reevat filurtio aedontnrelaifrme in

Puecy"an lot itentand prfterce .ofthe iloe l detiornted
t* the tio intoletopienly poessentialiiforation dureoth igt

time-critical mission segments. Have detailed esplanations are available
during lee stress situations.

CurrentW, the Pilot-Vehicle tnterface, accounts for adaptive
aultomation, Safti~LQ onengemmt, end coase pilot Intent interencing.
adaptivea atomation functions, preset by the pilot, direct which functions
will he perfomed by the pilot and which will he autmted. This pre-

datemaiation hels the pilot control workload for a given situation or
set of functions.* Pilot intent inferencing is the most difficult Pilot-
Vehicle Interface task because fighter pilots need to be unpredictable in
combat. A bed iLnference could result In presenting unneeded information
or removing, needed infomaition, thus causIng confusion. So, not only is
intent inteaming difficult, it is critical to uase acceptance of the
Pilot's Associate. Zn situations where pilot Intent is uclart to the
Pilot's Associate, information an cover several likely possiblities.
Current Intent modelling only reasons about active plans, and does not
change displays if unsure about pilot intentions.

Mnfomation mnagemnt uses ingerred pilot intent, mission phase,
pilot Preferences ad an estimate of *Pilot cognitive resource to
construct displays. lanf@mtion ia Presented aurally or visually
deenin on the Pilot's task loading. Current Information management
functios provide for automatic display changes based on Information
requirements, which In turn are driven by mission phase, pilot prefereonces
and notime-tp Informtion (e.g.,* aircraft malfunction descriptions).-
Pilot task loeding is estimated and considered for mode of presentation
based upnmodelling the pilot as a set of processing channelss visual,
aural, left manual right Manual and cognitive (3).-

Mission Zmeenbive. ?bis espert is responsible for ensuring the smooth
operation of the Pilot's Associate systen. it dose this function by
tracking adupdating the mission's progmrs plans,. goals and
onstraints. It also establishes priorities for system actins,
reommndations, end ocmputational resources. The Mission Ebmecutive
mediates disputes between the other expert system so that the Pilot's
Associate does not present onaflicting recomendations to the pilot. In
addition It maintains the mission blackboard asthe massage center of the
Pilot's associte.
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l. P& mast Operate Lin -time that is, present accurate
information to the pilot when it Is needed so that the pilot am make
timely decisions,. take appropriate actions, and improve combet eftftive-
cae and survivability. ?his need has several implications regarding hard-
ware architecture, software architecture. timing amnsidsratioos and data
validity. Meside. these AX technology Issues, there ace the avionics
issues of sise and weight restrictions, and using eddd expert systems
in Ada on militarized hardware.

Zaadves. An important factor in making the Pilot' 'aAssociate flight
warthy is determining a hardware architecture to met sLoe and weight
restrictions and real-time needs. Currently, the omputer hardware used
f or Pilot's Associate flls a large room. Obviously the general purpoe
sy~olio and aUMSC. computers entail the overhead needed in a development
environent that would not be needed in the actual avionics architecture.
On the other hand. there is no confident way of detereiningr (even within
an order of megnitude) the numer and &s* of processors required to run a
comleted Pilot 's Associate because the research and development is lesn
then halfway complete. lbatever type (a) of processors are -eventually
required, a parallel or distribued processing architecture must he used
to ewen approach zeal-time operation.

Architecture cansiderations address sulti-grained parallelism:
coarse, fine and a combination of both. oth types of granularity provide
advantages to this appli cation: fine gamin parallelism for rule fixing
and execution will provide maim firing rate anide coarse gra~in,

pgalleli4sm gsaeats object-orionted systems and mltiple independent
pans. herefore a mixed parallel architecture is appropriate to

achieve the goals of flexihLity (I.e., may plans under consideration
simultaneously), and responsiveness (I.., y roles firing each second).

Software. Determining an appropriate software architecture is a more
difficult problem due to a lack of crial products and researoh
eapeiencess whereas parallel hardware Is available (for a psice).

Operatin system, languages and tools (such "s = and AM are not
currently perallelimed. Some parallel software aids are in the early
research Phases: a3S (4), K= (5), and Agora (6) are still beig
developed. and my not he available for use en the Plot'sa Associate
progrm. Uven if they arm available, there wUi nt be my engineers

eapriecedIn using these parallel tools on such a larxe project.
it is likely that LISP, plus variants, will he the predominant

Pilot's Associate pxozameg languages but, Afa wll Likely he required
for awbedded airborne applications. One of the tools, fgora, works with
the C progcamming language, so the transition path frm LMS to C to Ada

-om psoial.
A key software "tool' is topresentingr the Pilot's Associate in a

managoable# easily understood, piloto M r debile manner. Lockheed's
plan and goa" ~rp approach (7) provides the Piot's Associate expert
system a framwork with which to coordinate actions and resource Usages.
The st of active plans gives each module a st of 'marching orders' and
achieving the goals are the measure of sucess for the "cailgn."

Plans also provide the search space fot possible Pilot** Associate
actions and eaplamatious. This planin fraework is Particularly
important for the Pilot-Vehicle interface nodule which, mast understand
pilot actions In order to infer intent and explain Pilot's Associate

ILmig. It is important in the Pilot's Associate's environment to
provide good answers quickly - the options answver does no good if it
arrives late. At this stage of the program, however, neLihe contractor
teen's system reasons about time except in relation. to mission phases.
That is, a plan does not become outdated just superseded by a "bettoe
plan.
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Anticipatory planning and schedui-ng, and tradeoffs ain accuracy
versus speed are only beginning to get attention because satisficing- (the tent for f~nd44a "good enough" answer) is stAill an unresolved Al
resnearch problem. Wora network technology has demonstrated promise in

~addresing satisfiin M#) so techniques may become available for the

Pilot's Associate to find a good answer quickly.
The overal issue is that it is important to know the amount of

computation time available to solve a problem. asing processor time and
resources to solve a problem without having some idea of the time involved
is untemble. The high speed, high threat environment of future jet! fighters doe" not permit the luxury of exhautive search paradigm . Bore,

the Pilot's Associate will use prior knowledge of likely situations and
time constraints to prune same answer paths before expeanding resources
making useless cmputations.

Data Validity. Dealing with uncertain data is another vital concern ofpthe Pilot's Associate. The ixpat of imperfact data affects the different
Pilot's Associate modules in a variety of ways. The Situation Asses ment
and System Status modules must account fot conflicting snsor data and
false lave. The Tactics and Nission Planners must account for worst
case and stochastic events to remain flexible. And, the Pilot-Vehicle
Interface must account for possibly roneous assumptions of pilot intent
to prevent presenting useless information to the pilot.

Truth maintenance and re"asoning with uncertainty are both current AX
rsearch issues of great impact to may applications. Their goal is to
account for data consistency and accuracy, as well as what to do about
backtracking due to proven false assumptiona. While progress has been
made - in part because of the technology pull frocm the Pilot's Associate
progrm - there am still my research issues awaiting resolution.

Long Toim
The current Pilot's Associate research and development effort will

continue until 1992. At that time the Pilot's Associate is expected to
run in real-time in a full mission, piloted simlator. As for operation-
ally flying expert systm, hardware capabilities will probably limit the
UTsAr to portioe of Pilot's Associate functionality flying an advanced
technology aircraft, for example the Advanced Tactical righter or Advanced
Technology Bmer, in the maid- to late-1990'.

Prior to full operational incorporation of Pilot's Associate-like
systems, smallex-scale expect system will undoubtedly fly aboard experi-
mental aircraft. Xn fact, am oempanies plan to translate expect systems
developed in LISP to languages supported by existing avionics architec-
tures for flight tests in the nt few years.

CoaueiuSLO. The Pilot's Associate research and development program is
a major step toward operational application of oectronic cram er
technologies. Carried to an eOreme, future progra m may include develop-
ment of futl-autoomous decision-makg Weapon systMs, thereby complete-
ly replacing human czewmers. This development may not be desizable,
even though it my be technically foible. Deteraining the desirability
of replacing humans with computers in weapon system requires addressing
@cm difficult issues.

Out purpose in this section is to pose sam questions in need of
answer before replacing human pilots with autonomous eolctronic croim -
ber: Ate we prepared to let machines make decisions to intentionally
kill humans? Are we willing to allow a machine to not take over if the
human operator me a fatal error? What about cost? The cost of life
support equipment for chemical, nuclear, and biological warfare may make
direct human control prohibitive for smre missions; can we afford not to
replace the pilot?

137

-



Thee questions highlight am of the issues to be resolved as we
eqeciumnt with electronic czeinawh4 technologies. As experiments such
s Pilot's Associate contin-, we should begin to anarwe scm of the above

qustions to deterne the Uiits to which we should go.
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EXPLANATION OF WORKSHOP ACTIVITIES
(Last Two Days)

W ORKSHOP TASKS

The keynote address set the overall focus for the meeting by

presenting the following issues:

0 Is the pilot always in control?

0 How mature does the EC have to be to be useful?
0 How does the EC's executive program function effectively?
0 What level of security clearance should the EC have?
0 Will the pilot-EC teaming philosophies be the same in different

countries?

During the part of the meeting devoted to paper presentations,
these Issues were discussed very frequently, and when it was time

for the workshop portion of the meeting, the issues formed an overall

framework to guide the work efforts. However, In order to get into the
issues in more detail, additional structure was needed. The form on next
page X provided such a structure. Both of the key factors of the meeting
(AI and the Cockpit) were the main topics. In addition for each of these

topics, three different areas (state of knowledge, unresolved issues,

and potential directions) were condsidered in the discussions.

The participants w" divided into six multi-national teams, and

each team utilized the same form to structure the discussions. After

a series of very lively interchanges, each team came up with its

conclusions for each of the six cel!j on the form. The team chairs

presented their conclusions In the plenary session of the meeting. The

six teams'results are given in Section 7.
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THE HUMAN-ELECTRONIC CREW: CAN THEY WORK TOGETH4ER?

wgaiggflonic~iE. To identify the state of knowledge, unresolved
issues and potential directions in aircraft applications of Al technology
and the impact on the cockpit of the Human-Elecronic Crew.

FO1RMAT OF WORKING GROUP ASSIQNMENTS

AGENDA TOPIC
AI TECHNOLOGY CCPIT IMPUCATIONS

1. STATE OFKNOWLDE 1. 1 2.1

and tschniqus.

2. UNnESOLVED ISSUES 1.2 2.2

Areas of uncertainty.
Researchand dvelopment
requirements.

3. POTENIAL DIRECTIONS 1. 3 2.3
Alterattves Choime.

Costs / benift.

N.B. All groups to address all c*1ls in fte order indicated.

(1) Wt is fte current state of tis art needed to su rct the concept at the HumaniSsct'onle
crew?
(2) What technical areas should receive the most emphasis In the Immeilate future?
(3) What sort of schedule for operational application of this concept are the experts wlling to

(4)How far will Mei concept be pursued ILe. are we moving along a path toward replacement of
Mhehumanuilt?

PRIMARY- What? Which? Why?
SEONDARY- How? Who? Where? When?

POTEIALR EgL Dm wn mu-mam
PRIMARY - Operational (Envlronmental)

Technical (Physical. Computational)
Psychological (Social. Emotional, Moral)

SECONDARY- Economical., Political. Physiological. Blological, Sociolcgical. Philascoca.
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At first mwe ab..aea %bos that, are aeeeea t rors
uncetaity f iforat~a c thisop~mityof ituation atwitbsee exceed

Situation Taxonomy (a vexy critical and necessary modale), SensorMagent
Threat/Combat Manag~nto Intelligent O*ohpi.Dat Nem meato and finally
the Rxecutive, binding the others together end medating between tham.

1.*2. AI Tehanw - Unesolved Issues

There is uncertainty about whether or aft we can really Succo"d in
building a fully developed real-tim XC. Validation and Verification (V a V)
procedures for seal-tim systems present critical iLsues which will determine
Whethe or not the 8C concept can fully succeed. Another critical issue ts
whether or not awsboaLd allow machine Larnng Maet teye learn? Can they

heat thymoat acquire new ue or inference capebilities only with our
approval and consent. The last point wa that MZ developers are currently
working on. tractable problem domains where progress can he esaily made.
However, we don't kniow yet what should he doss to host serve operational
needs.

1. 3. Al 2eaheelem - Potential Drcim

There is a controversy. Do we model human cognitive processes or do we
go just for results? At mi-nion what is required is a matrix or taxonomy of
situation attributes, reasoning processes and decision behaviour attributes.
The issue is what can be achieved by pushing automation to the maximum? Do
we really vent to do that? Is it the best way to go or not?

2. 1. Cocheit I DLomulom - state Of gledmb

There is a nsed to re-address the requir eme nts for cockpit controls and
displays resulting from the information explosion of AX system module
outputs. ws can expect controversy over whether this should he an
evolutionary or revolutionary process. We decided that at least the hardware
must follow an evolutionary process of development. Solving the information
management problem probably requires a revolutionery approach.

2.2. Ccheit Imlications - Unresolved Issues

Integration is the key I The modules may be independently developed
because of the different personnel and capabilities of the Companies involved
In building the modules. The aircraft integrators must be capable of
explicitly specifying the functions and outputs ot. the modules before sub-
contracting the development activity. As with the software, deriving the
requirement specification for the modules is a problem. Other issues concern
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Mse acceptance and trust and the selection criteria got pilots. fte
criteria my change after the Asstgoswtion of Al systms.

2.3. *% Iet~ih m-k a a~

amreat engineering management and ptogae procedures do not
facilitate the infusion of &X in the cockpit. dMovernment and the aircraft
monaeise cannot easaily attract pod AS "perts. Avionicso inteatore are
often satisfied with limited autOMetit Solutions. The crew station

meiiss ed autherity to detive the deveLagmest of cocbpit applications by
acting 46 Mdiators bewees1 the teer ad the esg9eeM.8 IbW aLlOsation of
cont~rol is & critical iLsue in tomOLsq Iee the human and the electronic
pilot. We &grad that lOWs' paper on las%* e o amacne provides a good
syemtic approach to increasing authority or Liability of the me.

Iwo no a

11*1Weesuf tle of x~oJakm

There has been lots of academic research an UZ conducted in univers ities
rather than in applications envivoinmts. Curing the 60s and 70s &I tools
were transitioned to organisations interested in avionics applications.
theme tools awe now in place ad accessible. Ite tools are beginning to workj on spplcatiaea. They awe mostly relatively aso"l applications. fe have
not tackled the really difficult aoe let. 3rwse, we are beginning to
Ioeersomre about diagmotice. One of the probam is that we have distracted
the asadomic conhmty -wy free developig amn toels and now repteeeettion
-tooheiqueS. The eVailable tool. limit us to addteeMnsly the ampler
Sysems. there My be a lack Of appOVR ste tools to Crete the lazier more
oespiem sophistiosed systeme that ame ultimately needed.

* 2. Az Sose~a - semened Zeemn

Achieving real-time AI is of course the key Leonu. *We were Particularly
concerned als about knowledge acquisition and machine learning. Its easily
said that ito just a matter of time and effort before the current limited 41
myte maw their mark. Nowever, in truth. we probably lack the.
res-e- ta--- e -technique to 40 ewes that. ALa.. We a"reant sure When, We
will have a full umdheetanding about hew to put all the knowledge LA place.
Ue will have to have machin learning if we are incapable of doing the
analymee to acquire all the knowledge within the budgets available for
system@ development.

1.*3 * AZ We-isw - W-~~ Ozestrm

We diasoveed at 1.59th the reqW0 'musBts gor pilot model.. Ne all agreed
that Mer as pilot modue t.o needed. ft were uncertain about how aggress ive
this met* wll we be? will it be am ag give on the work an ro
soeiteriag end astomatis pilot sewo oorxectio*7 laould we anticipate the
pilot'o amedb and pVeV the pilot AX support whether its wated or not. These
are research issues that Ueed attention. The machines themselves will have
to be able to loarn because of the knowledge 90cquisitis pobleM. Out we
should not allow than to Learn Ln mid-miasiOA and then muddealy do something
now. Learning should be done during a smissn but not applied in the es
mission. uLeang should be part of the developmt effort. The learning
should be taken book to base to be certified for IS La the Air. After the
4dwkisf, the learning will be fod into a bigger syem with a better picture
of the World. "a. systes learns that "Me., now knowing what I know, I can

even bweshtter omelwUme b fut, we are going to have to have hatter
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pilots modl s ad better learning modls to realise these systems, with aUW n %mooe hae,. 006 Of th political 14900 *w identifieLd W"I tt

tailtoting the System to th~ pilot is. a matter of configuration controL. if
each pilot Us s own syse that lescrs and wrk. for him, then all the
sit will be dffetrent with no coaftigation control. more Importantly,
bad Mbts cold be Latdmu Into Ithae systs, Certification is a big
problem for commercial aircraft. It may be less so for combat aircraft. sat
SThvaL in the uSwf has a strong hold. STANiVAL does not mant differences
and seeks to reduce those difference.

2.1. * Coobt Maemtiamu - fMt 09 MrlsqM

We felt that the current state of Al will have an Impact on the cockpit.

The things we are doing nov will be flight t sted in research environments.
Al in also influencing avionic systes developmnt within the companies. On
a simple level, it is not as yet clear how AZ. . yJsie will be used. out we
think. that the current state of cockpit technology cn handle the. current
state of AZ systm8. Sowever, what may be an important issue is that this
first generation of AZ slate" will only handle uncertainty using
"cmanicative action. We do not have the knowledgen to go atd further.

2.*2. Oo Loafi =a4Qt4ems - BeSUIPLved Zasus

There is a need for better understanding of the requirements for $a
functions. Current projects address the level of technology that ye have in
place right now. To go further, we will need to build rapid prototyping
systems that will enable us to lock ahead. It can't be done by mission and
function analysis alone. We will need to use IAlaUtion and rapid
prototyping facilities to gain emperience with the cockpit Implications.
rinally, there is a whole series of soft issues that are hard to got
management to pay for. Trust is one of them. Political impact is another.
Also, the emotional needs of the pilot during combat need to be addressed.
All these are things that engineers tead to ignore but require study.

2.. Co it .tPotntial DiretiOms

We concluded that an essential feature is cmmnication between SC and
man. Only by establishing that comnicatiao can you achieve trust between
the two. Having established trust, through comnication, the type of
information that you want has to ccmmnicate awareness of both the tactical
and strategic implications of any decision.

IM go. 3

1.. I AZ Yslow - state a MI oleduS

There was a very high degree of consensus among the group. This vas
rather surprising, since the major theim that emerged was the gulf in
understanding between cockpit designers and people within the AZ c imnitY.

We agreed that there is a very good understa nding of mell scale problems
with demonstrable solutions. bmt these tend to be restricted to LZSP or
LISP-type languages on workstations with speed limitations. &Z is definitely

onto something tangible, but only on a small scale.

1.2. ax Techmlow - Unreeolved Zs,

Of the unresolved issues in Al, the area chat tends to be technically
avoided is V a V. It is a crippling problem even on small scale systems but
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~esrm~. t.1 gum aaq Droles in treasferIng fro wes*
stmolw WSAW M *it -O~e u-N OW 9su haeo attmngtOd to do

t".U )" of t - Is 4*Waiei*S redmodescy weeas method of idresa" the
at 61 ' P**v4Ww Poe"n - R sees techaee prob4ee.

Wins~ ~e~* hnthe vomiUSt forU&MtAayor tailoring qftile system
to te plot' 4@Wtips@ a an.3 re"Soltd Issue.

There wil hawe to be a bland of hema'atic and allgoitbinic approaes.
&cheist a -eed through no" 6eoistiasteA architectures is seen as a
pensafta mst spa w Smggost this Mg~ not prepared to discuss tile V &
v isooe* at 4L.

2.1. WAN - uOfo t 9 sdd

-- 0 &Z smit7 have oferwed small so*l" demonstrable sysem tor the
cockpit desigeer wbih 'em to bw ao" isis.. va.there is no clear
umdarstU"ia bP*M- the At COsMINFy end the cockpit dssi9i eaMMLtY of
each otbers oept biUtiem and reqiremeta. Uwhe the b~am. Ue, we are nt
really soe. "ere Is no clear consensus of the scale of prcblsmm to be
addressed. & cockpit desIner me"a Ollve got this enomus cmpLex probl.em;
Yonve gt the bgalmsa"en the technoLogy, show - whAt you can do. Whereas,
the MZ perSOn is reqT 0cOasi Of the 110itd capabilities Of what is
avaLUil at the nwst.

2.2. C IL~ lved lam

awee is a jaradon that lead to the unsolved Issues. lpiretly. we
need to reselVe whatu Ome saeIs to he addrsesed. If you rent smething
here, a" am, an a smsU sal.~ and wt an advisory capability, then sone
sort of emet systm Sgt he able to dallier the goods. zI ov Want
something loag term ad all embracing. then that raises norauas questions.
The teo"ting meesto be used end the evidence required to prove that you
hae dome something useful stil no"d to he resolved.

2.3. tInini - alD m

lbere is a huqo need for a dialoge betwemn the user, the designer and
M comuity 'to def10e 09ttimN pay-of fe. Vst are in a situation of having to
demnstrate the capablities of doing something which Is going to require big
money. Convinaing the political maabine that you need that mey La going to
he difficult because the ockpit designers and the AZ people are talkinq
different languages. We need to identify som phased tangible progrmm
addressing whet is agreed to he the real problem.

"elf wy thcng we realised. we Wanted to mks an assertion. The
asernioe was that we don't went en electronic cremez. Mhat we went is
an intelligept aircraft that suapports the sea's fumotionaLity. Vs think that
is very Important. Vs felt that the anthraooeatric view of the electronic
arember is an inapproprite pointer to the way we should go ahead. A
second general issue is that untlL we actually understand what the role of
the hMM&A is In the aircraft, we are atUalY dead in th-1 water * Unless we
can degfne what it is the *An does now, we cannot do any function allocation
betwee Wan end machine. Valess we have a fair description of man's
functionaUty, we are dead.
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Nhat's thestate of the Art A Al technology? Quit wha t wave simiar
to ths of the syndicat.e uo,.3.' we actuall y know how to 4o Wast things we
no" for &arcjaft in the laboratory, *nVi, t .,et, Their e QMPL~s. so
t ht's no probem Th hrdare and soft ar we nee" to dliverths

systems is available now.

1.*2. & Z !ind3.WU - QW1001we4 IoMe

The unresolved issue is how we actually put what we know in hardware and
software technology together. What we do need is systena architecture for
aircraft to be able to do these things in real time. tverybody put up
diagram which showed that tn the middle of their system was the ftecutive.
We don't think any of us knows what the Executive really looks like. What
does the macutive do and how does it really work? That is something that is
really quite difficult. it may be the Last thing we achieve, but-in fact a
lot of things won't work until we can do that. Lastly, the verification and
validation problem needs to be resolved.

1.3. M lReinoa - 1entent"i Directiom

So, where do we go with Al technology? We focused on the cognitive
issues. One of our discussions concerned the relationship between the human
and the system; the huian-m&CAne interaction and not the human-machine
interface. it is a cognitive system that we need as well as display
technoloff and action technology. Our second point concerned parallelim.
we have talked repeatedly about needing a parallel solution. We think it is
actually very hard to think about parallelism. Assumptions are made about
the human being a paralel processor. Actually, man is a serial thinker. No
matter what the processing doe, man actually thinks in a serial manner.
Nathemaeticians recently tried to take conventional parallel problems and make
them go parallel. They were quite *brain failed" and found it very
difficult. One way of dealing with parallelism in to eamine the functional
partitioning. What is the appropriate functional partitioning of the problem
that allow you to do parallelsm frnally, we decided that the object of
building these systems is to increase the survivability of the weakest pilots
and not necessarily to increase the performance of the beet pilots.
Therefore, this technology should be used to disseminate expertise.

2.* 1. Cokit XoIaionae - State od Moaledm

There has been significant advances in display technology. We were less
convinced that there has been significant progress in the action side of the
controls. We have condensed displays but we seem to have as many switches as
we used to have. Also, while the technology may improve, we cannot
realistically expect our pilots to be any better than the pilot& of latter
days in their abilty to perform. We already select the besot people.
Technology is going to leap ahead in orders of magnitude. out the ability of
the pilots i not going to change very significantly. Runan physiology and
psychology are already close to the limits. There is not much more we can do
to improve the pilots.

2.2. Ooit ZpaIicatiams - O"yeolved loan.

One of the issues is how to design the husan-smachine interface component
for future systems with current probles. Sow do we got people who use
interfaces for current weapon systems to try to thiik about how they are
going to control future weapon systms? We end up trying to design a future
weapons system with today's types of interface and athods of Control. The
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previous generation awe Limited by the way* in which they hae been taught to
use their eqUipMte It is not that they enn't do better, but that they have
beow tat differently and ca't maderseaft the technology. Another
larteosia impLiontic we discussed conead the ceet of the virtual
cokpit and eWe peint-Of-e* dfthig. It cA be argued that the sPatl1

eisribut:If or switcaes in the cockpit confers paticular besefits. we
don'It know whether we can get rid of spataL ation control. In an
Oftmrgency, it my help not to have to look at the controls selected. The
Idea that whatever you are doing now to at the focus of yaur attention same
attractive but in high action states it may not be appropriate.

2.3.2 Csoheift ZMliewtiee - lttL piretiMs

What didn't coe out in the discussions wan the problen and concepts
associated with t"Po of action. guiLt. clearly we need to discriminate
between activities Involving very Uh, tooo changes of events and activitess
that ae very slow, we nee to Mkse these disCciuintioas if we are going to
ft@Lgn ef fective solutions. Voice control will not be used for very high
two activitis where hande-on-stiok type of actions are needed. Inaide a
racing cat cockpit there are very few instraiiants. te driver uses voice
cominicaeion at very Low band widths for a lot of his strategic control,
such as what he is going to do on the next Lap. Going Into corners, the
driver speaks very slowly, with gap@, and someoe back in the pita, with

iaeve computing faiUties, tells him what he neI to know. This model
could. be used to take some of the intomatton processing fron the pilot. our
second point concerns the appropriatenees of how we think sbout the pilot in
the future cockpit. Perhape, we should be thinking not so each about the
pilot of a two-seat aircraft (pilot + 2C) but of the plot on the bridge.
like the Captain an the bridge of a ship. The Captain dismennates authority
and responsibility down through a comand hierarchy to arry out and, comiplete
tanks wiLthin the constraints which they specify. Te Captain's pic0ture is
very such a global view rather than a detailed view. This may be a useful
alternative way of of thinking when we design future cockpit systses. We
need to Look at the way in which other people Interact with enchinaa, and
people, with people, ad to consider the relationships between. people in terms
of concepts like autocracy and democracy, and lateral or hiearchical
decision structures. Our last point concerns stress. hsearch ha sehown
that if people don't have procedures to follow in Uses of high stress their
pert ozmance degradas ech sore dramatically than if they have lot sons
automatic procadure to arry-out. There are times when we wi.ll need to
provide activities to de-stress aircrew that don't necessarily help the
global view of the task.

1 *1 *AlWe owe - afte of MONadee (with ONeweesd !EEL.

Firtly, we considered Epert Systess. We concluded that coopared with
automation there ts very Ulimted operational experience with expert systems.
One reason is that Expert systme are invariably uer-paced and not driven
dynaaically by the enviromesnt. we have virtually no experience with real-
time dynamic inferencing aschanises, We felt that other software engineering
Issues need to be addressed as well as V a V. We don't know how expert
sysamo fail. What are the failure sodes of exqpert sysem? now d0 we
esure the reliability &Wpert Sygsom. that about redundancy? Do you make

a triply redundant Expert Systes where we reproduce the software and then
just hope? Do you change the expert knowledge La each one? How do you Make
than fault tolerant? Zn what way are they fault tolerant? Are there
different kinds of fault tolerance then In ordinary systme? One suspects
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that this in the case. Ho do OU maintain the in Cte field and carry out
configuration control? We know that they give you the oppo-tunity to modify
knowledge bases and software m3h moe readily as siaieeoa dsge, and as
the world changes. Inowledge acquisition is widely agreed to be a major
problfmaras.- One of the reasoe is that theVe are very few real cembat
experts an modern air warfare. We wilL have to find efficient and cost-
effective methods to dovelop exortize and acq:Ure knowledge through
simulation. hlso, we will need to- enxcad other kinds -of expertse such as
image interpretation and aixoralt, systems design Skills. - We considered that
the requirement for -eplamalo faclitieS with dyaaumc export systems. In a
rapidly changing environment, there will be little time for explanston d
so trust and avarenes will- be imorta t factors. Same frm of explanation
will be important in embedded training for building up coal idence off line,
during debriefing for instance. We thought that rule tracing is not an
adequate form of expolanation. We agreed that achieving the real-time
requirement is much more than just a hardware problem. Real-time operation
is going to require reasoning about the time availeble to derive a solution;
anticipating the amount of computation it takes to arrive at that solution;
deriving methods which yield sati e oing solutions early in the process and
converge to better solutions, or that will always present the beat solution.
We expect these things from people eand need them from k systems.

Next, we considered planning. Mon of the curent, work concerns route

planning. It is mostly algoith ic. A host of Al planning techniques may
become relevant. Sowever, the current technology doesn't yet deal with
planning when there is an adversary and it doesn't reason about time.

Finally we considered Interface Technology and Neural Nets. we agreed
that the Pilot/Vehicle Interface io critical, that it probably needs to be an
intelligent interface and that Natural Language Speech s a promising
candidate. Neural Nets will provide some help but they won't solve all the
problm. There is a gStat uncertainty about what can be done with Neural
Mete. Most of the work in Neural Nete deals with stationery situations. AZ
tends to be moset useful for problems about which we can't specify the end
point. That is why we have incremental programing techniques to develop Al
systems.

1.3. Ax Tehwlow - Pateatial ire etices

;e felt that the uncertainty about the form and function of the EC
Indicated a lack of clear design goal and unawareness of what can really be
accomplished. These issues hav implications for the design of the system,
for the interaction of the pilot and the system, and for the nature of the
interface. Should the system aid knowledge acquisition? We lose most of the
pilots when they are Inexperienced. Should the system raise the level of
knowledge early to that of a pilot with 15 or 20 missions? Clearly, if we
could get the pilots to a level of knowledge where the survival rates are
much better, then that would achieve a very important goal. Should we ain to
improve the performance of the expert pilot? The system would have to be
designed differently to achieve that goa. Should the electronic crewesber

be used to cover g-induced Loss of oeciounee? That implies giving up
autoncy. There is no autonomy to be exercised if you are unconscious. What

about returning the aircraft when the Pilot has been injured? We need to
focus again on improved knowledge acquisition methods for the real-tine
issues, and on the software engineering issues. We agreed that there are
many differences between the co mercial world and the military world as far

as the role and authority of the Zxpert System is concerned. On trust and
confidence, at least one of the group members felt that we would get trust
and confidence the way we get it now. We could put test pilots Into the
system, let them build up trust and oonfidence, and then transmit that trust
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and coof ideae 0smemWU to the Operational Pilots.

2.2. Codn IrILanLf - t la

In the mipert SysteM that have been developed to date, mom, than half
of the Code. and somamem up to 800. ia in the mowr interface. the
inteface to the"se ysem is critical for the Pilot. The interf ace is going
to be ftie by what that oystn am* do. ibm natur, Of caMMIcantleo will be
driven by the role agreed for the syston. Mat to Dreat, where to preent
it. ant whea, to present it are Lsos that will Alva"s need to be resolved.
There will be Lts of options that we never bave had before. We could maks
it ontest depeadent for instance. Mhe home factors of Al systeM., expert
system and speech have been inadequately addressed and need attention.

1 I - &Z-OGNNGAW - SOMat 201160

We were not too sure that the state of the art is all that high, and we
were not sure that we know what the electronic crewumbter really is. B ut we
know that planning.A digais 4n" eiio-kn ace an integral part of the
electronic ,oreweer. we eo a Lot of different areas in which espert
system are being applied already. Not we haven't heard a lot about that the
integrator or emective Looks Like. Mile there are a Lot of kn~owledgen too ls
available. we don't a a Large range of real-tine tools.

1.2. &Z-tsaeaw - UsmW Mem

One, of the things we a" as an WXQWeolvd iLoue La hew to do the
integration of the system folks with thle hams factore folks. Another issaae
is the technology taptcatioms of new devices, and the advances that are
occurring La harwre. One of the problem is that the-need-to-know barrier
often precludes moses to the infoxieatio you want and think you need,
because somebody else does not agWe that you need it. We are not quite sure
how to solve that probLem.

1.3.* AZ Tesholew - Waenet"il Diroeiam

sudgets "a going dam. Velorities are going to be redirected. not only
based on budget decisioss hut on things we cao't predict. to-body would
have, predicted the ftinuem incident. but that incident may have a big
bearing en the pxierItam that apply to certain kinds of prWogreme budgets.
we don't know what the sm incident is going to be. Moere are going to be
historical factors, which influec the directicn that things go, compLetely
independently of cur other Coeseen About budgeing History to going to
have its ipet as well. Cert"an problem are going to drive solutions. A
Lot of attention is being given to electronic vartare system and a nuber of
At appLictions have been etabLished. CQw prtetion. elINet tounted
0oiplay and Virtual Display technology are going to have A strong ispat on
drivin where we go with AX technology. AX La going to evolve and be applied
thether we quide it or not. We felt that the electronic creamber certainly
should address workload isoue. such as msesr fusion, and issoes that deal
with survivability, including both threat aeeeMnn and multiple
naifuncticas.

one concern was that prognosis my be a Uittle early. We really don't



see clearly all that is going to be involved. Other factors are going to
bear on what happens. Avionics proqneMMeS are going to Influence what goes

into the cockpit. But the electronic crewmember is certainly going to have a
biqgnfluence on the how and when Information gets displayed.

2.2. Cocpt IlicaiM - eeoi ed Xas

The pilots associate progame will force a certain amount of
Integration between the human factors folks and systems folks. The big
problem is trying to get a definition of what the roles of the pilot and sC
really are in terms of what must the man do, and then what can or should the
electronic crewmber do.. Most people seem to agree that a better pilot
model Is needed.

2. 3. Cokot UmLicatim. - kitintAi Directions

We considered the question as to which came first, the chicken or the
egg? Do we take the systems folks and got them smart on the electronic
creawember or do we put the electronic crew=*mber expert in with the systems
folks? The group felt that it was probably best to put the electronic
cr e eber expert in with the other system folks. We were uncertain whether
we ought to tell the pilot everything. We may know more than we want to tell
him. Certainly we need to find the right time and place to do it. The
question of whether pilots should be remote operators was discussed rather
thoroughly. There were a couple of statements that we felt compelled to
share with you. One is that if you make the pilot remote, you may not be
able to give him the same quality and quantity of information at 'the remote
location that you could on board. The other problem is that if you are remote
you certainly create a vulnerability to Jaming, which then denies that
information entirely.

Finally, we examined the questions raised at the start of the meeting.
There were some Interesting coments:

(1) Question: Is the pilot always in control?

Answer: So, not always in control, but the pilot is always In
command. There is a need to separate the concepts of authority from

responsibility. You can delegate authority but you don't delegate
responsibility. Pilots are going to be responsible no matter what you

delegate to the electronic crewmember.

(2) Question: What is the maturity of the electronic crewiember?

Answer: The true associate still seem a long way off. We think
all this technology is in a state of gestation. We are eagerly awaiting
the birth, but after that its a long way to adulthood. That was our view

of the maturity of-the child.

(3) Question: What ins the role of the executive?

Answer: We felt that co-operation is going to be needed, and that

certainly impacts on co-ord:nation. But we also heard a lot of people

saying there are going to be conflicts that have to be arbitrated. So,

certainly co-operation, co-ordination and arbitration but we don't know

about training. The configuration control people have said that there

is going to be a problem with training and we certainly agree.
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(4) Questions What is the security clearance of tbe electronic
crewmumbrl

Answer: The real concern was what do you do about a virus. How do
you assess health? No0w 40 we kum if somebody has oonauminaeed the
electronic crawmsmber? One certainly would not went to go into combat
with a sick crewmember. lPhysical control of a removable knowledge-base
to probably the solution to the security clearance question.

(5) Question: Mhat are the teaming concepts that are to be explored?

Answer: There are lots of areas in which humans solve problems by
delegating certain tasks to other people or even to animals like the
pilot dog used by a blind person for navigation. The good and bad
traits of other human and sub-human symbiotic relationships could
provide useful analogs for cockpit teeming applications. Bowever, the
level of Intelligence will have a major bearing. Humans can't or won't
team with a worm but they might with a dog[
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1.2 Al TECNOLOGY - UNRESOLVED OVA$
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1.3 Al lcHNoLOGY -POTImTAL DIRECTIONS
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SUMMARY a CONCLUSIONS

CONCLUSIONS -- ARTIFICAL INTELLIGENCE

1. The state of the art is developed sufficiently well to provide Al

systems for airborne use: however, they are mostly devoted to less

complex and more easily modeled problems. e.g.. utility systems monitoring

and fault diagnosis.

2. The current complex Al systems are non-real time. Significant work must

be accomplished before the real time requirements for aircraft can be met.

3. Although some attempts have been made at integrating multiple expert

systems through the use of an executive (e.g.. Pilot Associate Program).

how to control multiple experts is still not well known.

4. The Al tools in current use were developed in the 1960s and '70s. and

there appears to be a lack of new tool development since many of the

researchers are involved in application efforts.

5. It will take a great deal of work to achieve a fully functioning.

operational lectronic crewmember and probably will not occur until the next

century.

CONCLUSIONS -- COCKPIT IMPLICATIONS

1. Al will affect pilot workload; effort is needed to ensure that Al does

not increase pilot workload but that it leads to improved information exchange

and better workload management.

2. The cockpit is the means of communication between the pilot and the EC;

clear information exchange must occur if a successful teaming is to occur.

3. The pilot must build up trust in the EC; it will only con through

Increased interaction over time (i.e.. through training. simulations, and

flight tests.)

4. The avionics systems will determine what raw data is available for

presentation in the cockpit; the Al systems will integrate the data into

information packages and determine how much and in what form the information

will be presented.
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COCLUSIONS -- UNRESOLVED ISSUES

E. C's functionality and the level of the EC's autonomy has yet to be

defined. How much authority for Independent action will the pilot be

willing to assign to the EC? How will the levels of autonomy vary

across EC functions?

2. The means for validation and verification of Al software are not well

known. What technioues will be used to ensure that the software. which Is

often heuristic in nature. will behave reliably?

3. The interoretalton of oilot intent is not well defined at this time.

In order to be an efficient team. the EC must know the "personality"

of the individual ollot it is teamed with. How will this "olot model"

data be obtained and who will have access to it besides the allot and

the EC?

4. The role of learning in the EC may be the key unresolved issue.

Not only do we face the question of can the EC learn, but perhaos.

more imoortantly. will the EC be allowed to learn in an ooerational

setting? How will the newly acouired information be integrated into

existing data bases and reasoning schemes while meeting the requirements

for conficuration control?

5. The means of informing the pilot of the EC's decisions. esoecially

those dealing with uncertainty. needs to be determined. Will the EC

merely state to the pilot that the selected route. for examole. has a

.8 orobability of success? Will the oilot be satisfied with this level

of exolanation or will he demand more information? How much more?
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